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Streszczenie

W niniejszej rozprawie skupiono si¢ na opracowaniu hybrydowych metod
ekstrakcji cech w celu poprawy skuteczno$ci wykrywania dezinformacji w tek-
stach pochodzacych z mediéw cyfrowych. Problem dezinformacji, definiowany
jako celowe rozpowszechnianie fatszywych lub wprowadzajacych w btad tresci,
jest narastajagcym wyzwaniem, ktére moze prowadzi¢ do powaznych konsekwen-
cji spotecznych i politycznych. Tradycyjne metody ekstrakcji i klasyfikacji tresci
czgsto okazuja sie niewystarczajace do uchwycenia ztozonych relacji semantycz-
nych i kontekstualnych w tekstach, co utrudnia skuteczng detekcje dezinformacji.
Rozprawa ta proponuje pofaczenie réznych podejsé, aby lepiej uchwycié zaréwno
lokalne, jak i globalne wzorce obecne w teks$cie. W ramach rozprawy opracowano
i zbadano dwie autorskie, innowacyjne metody:

* LFM (Learned Fusion Method) — ktéra znaczaco poprawita skutecznosé
detekcji dezinformacji, dodatkowo rozwigzujac problem niezbalansowa-
nych danych w stosunku do metod referencyjnych. Architektura rozwigzania
opiera si¢ na ekstrakcji cech semantycznych za pomocg modelu DistilBERT
oraz statystycznych przy uzyciu metody TF-IDF. Integracja obu wektoréw
odbywa si¢ w ramach sieci neuronowej typu enkoder.

* GEM (Graph Embedding Method) — réwniez znaczaco poprawiajaca sku-
teczno$¢ detekcji w stosunku do metod referencyjnych. Model generuje re-
prezentacje wektorowe na podstawie czterech wyspecjalizowanych graféw,
z ktérych kazdy odpowiada za analize okre§lonego aspektu tekstu: spéj-
nosci, wynikania logicznego, relacji przyczynowo-skutkowych oraz wiedzy
zewnetrznej. Wynikowe osadzenia sg integrowane za pomocg konkatenacji,
tworzac wspdlny wektor cech wykorzystywany w koricowej detekcji.

Eksperymenty przeprowadzone na pi¢ciu zbiorach danych, zar6wno polskoje-
zycznych, jak i anglojezycznych, o zréznicowanej strukturze i stopniu zbalansowa-
nia, konsekwentnie potwierdzity hipoteze badawcza, Ze mozliwe jest opracowanie
hybrydowych metod ekstrakcji cech w celu podniesienia skutecznosci detekcji
dezinformacji w tekstach wzgledem metod klasycznych. Uzyskane wyniki maja
istotny potencjatl praktyczny, gdyz moga zosta¢ wykorzystane w zaawansowanych
narzgdziach do automatycznej detekcji dezinformacji i przeciwdziatania jej roz-
przestrzenianiu si¢.
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Abstract

In this thesis, focuses on the development of hybrid feature extraction methods
to improve the detection of disinformation in texts sourced from digital media.
The problem of disinformation, defined as the intentional dissemination of false
or misleading content, is a growing challenge that can lead to serious social and
political consequences. Traditional extraction and classification methods often
prove insufficient to capture the complex semantic and contextual relationships in
texts, making effective disinformation detection difficult. This thesis proposes a
combination of different approaches to better capture both local and global patterns
present in text.

Two innovative methods were developed and tested as part of this thesis:

* LFM (Learned Fusion Method) — which significantly improved the detec-
tion of disinformation, further addressing the issue of data imbalance. The
solution’s architecture is based on the extraction of semantic features using
the DistilBERT model and statistical features using the TF-IDF method. In-
tegration of both vectors takes place within an encoder-type neural network.

* GEM (Graph Embedding Method) — which also significantly improved the
detection performance. The model generates vector representations based
on four specialized graphs, each responsible for analyzing a specific aspect
of the text: coherence, logical entailment, cause-and-effect relationships,
and external knowledge. The resulting embeddings are integrated using
concatenation, creating a common feature vector used in the final detection.

Experiments conducted on five datasets, both Polish and English, with varying
structures and levels of balance, consistently confirmed the research hypothesis
that it is possible to develop hybrid feature extraction methods to improve the
detection of disinformation in texts compared to traditional methods. The obta-
ined results have significant practical implications, offering advanced tools for
automatic disinformation detection and counteracting its spread.
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1. Wstep

11

Aktualnosc tematu

Wspdlczesna rzeczywisto$¢ informacyjna charakteryzuje si¢ rosnacg iloScia
danych generowanych w mediach cyfrowych, zwtaszcza w mediach spoteczno-
Sciowych, portalach informacyjnych i blogach. Zjawisko to prowadzi do tatwej
dystrybucji nieprawdziwych informacji, co stanowi powazne wyzwanie dla spote-
czenistwa, rzadéw oraz firm technologicznych. Dezinformacja to ztoZone zagad-
nienie, ktére moze przyjmowac rézne formy. Jednym z gtéwnych celéw dezin-
formac;ji jest celowe rozpowszechnianie fatszywych lub wprowadzajacych w btad
tresci. Staje si¢ ona coraz bardziej powszechnym problemem i moze prowadzi¢ do
negatywnych skutkéw spotecznych, takich jak destabilizacja polityczna, podzialty
spoleczne (polaryzacja), a nawet zagrozenia dla zdrowia publicznego, jak miato to
miejsce podczas pandemii COVID-19. Wspélczesna dezinformacja czesto wyko-
rzystuje r6zne modalnosci przekazu takie jak tekst, obraz, dZwigk, a coraz czesciej
takze format wideo. Wielomodalne tresci zwickszaja site oddziatywania przekazu,
poniewaz angazuja odbiorce na wielu poziomach percepcji jednoczesnie, co moze
wzmacniaé jego podatno$¢ na manipulacje.

Problem detekcji dezinformacji stawia przed badaczami liczne wyzwania,
ktére wynikajg m.in. z natury danych tekstowych, czy tez kontekstu. W szczegdl-
noSci trudno$é polega na identyfikacji subtelnych réznic migedzy prawdziwymi a
falszywymi wiadomos$ciami, ktére moga by¢ trudne do odréznienia dla tradycyj-
nych algorytméw klasyfikacyjnych. W tym konteksScie kluczowym aspektem jest
efektywna ekstrakcja cech, czyli proces przeksztatcania surowych danych teksto-
wych w reprezentacje numeryczne, ktére moga by¢ wykorzystane przez algorytmy
uczenia maszynowego. Dotychczas stosowane metody, takie jak analiza czestotli-
wosci wystepowania terminéw (np. TF-IDF), modele wektorowe (np. Word2Vec,
GloVe) czy metody oparte o transformery (np. BERT, GPT), cho¢ skuteczne w
wielu przypadkach, mogg by¢ niewystarczajace do wychwytywania zlozonych re-
lacji semantycznych i kontekstowych.

Podjecie tematu zastosowania hybrydowych metod ekstrakcji cech w detekcji
dezinformacji pozwala na zbadanie mozliwoS$ci pofaczenia réznych podejs¢ w
celu zwiegkszenia efektywnosci modeli detekcji. Dzieki temu mozliwe jest lepsze
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1.2

uchwycenie zaréwno lokalnych, jak i globalnych wzorcéw obecnych w tekscie, co
moze prowadzi¢ do wyzszej skutecznosci i precyzji w detekcji dezinformacji.

Ponadto hybrydowe metody ekstrakcji cech mogg zminimalizowa¢ problemy
zwigzane z przetwarzaniem i interpretacja stosunkowo matych zbioréw danych
oraz ograniczy¢ moce obliczeniowe. Oprdcz optymalizacji proceséw obliczenio-
wych ekstrakcja istotnych cech zmniejsza ryzyko przeuczenia modeli, co jest szcze-
gdblnie istotne w zadaniach, gdzie dostepne sg ograniczone zasoby danych. Metody
te pozwalaja takze na uchwycenie ztozonych relacji semantycznych, subtelnych
réznic w znaczeniu oraz adaptacji do dynamicznie zmieniajacych si¢ wzorcéw
informacji.

Warto réwniez nadmienié, ze odpowiednia reprezentacja cech wptywa na to,
jak model interpretuje dane i uczy si¢ na ich podstawie. JeSli cechy sa dobrze
zdefiniowane, model jest w stanie zidentyfikowac istotne wzorce, co znaczaco
poprawia jego wydajno$¢ i zdolno$¢ do rozwigzywania problemu, szczeg6lnie w
kontekscie detekcji dezinformaciji.

Dodatkowym aspektem motywujacym podjecie tego tematu jest dynamiczny
rozw0j technologii przetwarzania jezyka naturalnego (ang. natural language pro-
cessing, NLP) oraz rosnace zainteresowanie sztuczng inteligencja w zadaniach
zwigzanych z analizg tekstu. Wprowadzenie hybrydowych metod ekstrakcji cech,
obejmujacych zaréwno klasyczne techniki lingwistyczne, jak i nowoczesne mo-
dele uczenia maszynowego, moze przynieS¢ istotne korzysci dla dziedziny detekcji
dezinformacji. Potencjalne implikacje tej pracy obejmuja poprawe skuteczno$ci
narzedzi do analizy danych tekstowych oraz przeciwdziatanie szerzeniu si¢ dezin-
formacji w sposéb bardziej efektywny i skalowalny.

Cel, hipoteza i zakres pracy

Cel pracy

Celem niniejszej rozprawy jest opracowanie i empiryczna weryfikacja au-
torskich, hybrydowych metod ekstrakcji cech tekstu, Iaczacych podejscia seman-
tyczne, kontekstowe i strukturalne, w celu zwigkszenia skutecznosci detekcji dez-
informacji.

8:63162255



Hipoteza i zakres pracy

Uwzgledniajac wyniki analizy literatury oraz potrzebe zwickszenia skutecz-
nos$ci metod detekcji dezinformacji, postawiono nastgpujaca hipoteze badawcza:

Zastosowanie hybrydowych metod ekstrakcji cech, faczacych reprezenta-
cje semantyczne, logiczne, kontekstowe, przyczynowo-skutkowe oraz me-
chanizmy adaptacyjnego aczenia wektoréw osadzen, pozwala na istotne
zwigkszenie skutecznosci detekcji dezinformacji w poréwnaniu z podej-
Sciami opartymi wylacznie na modelach transformerowych.

W celu weryfikacji postawionej hipotezy oraz realizacji gtéwnego celu pracy
wyznaczono nast¢pujgce zadania badawcze:

1. Opracowanie hybrydowej metody ekstrakcji cech uwzgledniajacej strukture
leksykalng oraz kontekst semantyczny.

2. Opracowanie metody tgczacej informacje semantyczne, logiczne, kontek-
stowe oraz przyczynowo-skutkowe w celu poprawy jakoSci ekstrakcji cech.

3. Zaprojektowanie mechanizmu adaptacji wag, ktérego celem jest dostoso-
wanie znaczenia poszczegllnych typow reprezentacji (semantycznej oraz
leksykalnej).

4. Badanie skuteczno$ci metod hybrydowych w detekcji dezinformacji w po-
réwnaniu z referencyjnym podejSciem opartym wylacznie na modelach
transformerowych.

5. Przeprowadzenie eksperymentalnej ewaluacji proponowanych metod hybry-
dowych w zestawieniu z innymi podejSciami detekcji dezinformacji opisa-
nymi w literaturze.

1.3 Struktura pracy

Niniejsza praca sktada si¢ z 6 rozdziatéw. Pierwszy rozdziat stanowi wstep do
pracy, gdzie przedstawiono motywacje, a takze hipoteze i cel pracy. W rozdziale
2 znajduje si¢ przeglad literatury bezposrednio zwigzany z tematem niniejszej
rozprawy. Oméwione zostaly w nim podejScia dotyczace ekstrakcji cech w pro-
blemach dezinformacji. W rozdziale 3 zaprezentowano wiasne propozycje metod
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ekstrakcji cech. Z kolei rozdziat 4 zawiera omdéwienie metodyki badan oraz charak-
terystyka zbioréw danych. W rozdziale 5 zaprezentowano wyniki przeprowadzo-
nych badar dla polskich i angielskich zbioréw danych. Rozprawa zakoriczona jest
rozdziatem 6, w ktérym podsumowano uzyskane wyniki oraz opisano wnioski.

1.4 Gtowne wyniki uzyskane w pracy

Do najwazniejszych wynikéw zawartych w rozprawie zaliczam:

1. Opracowanie hybrydowej metody ekstrakcji cech uwzgledniajacej strukture
leksykalng oraz kontekst semantyczny - metoda LFM.

2. Opracowanie metody taczacej informacje semantyczne, logiczne, kontek-
stowe oraz przyczynowo-skutkowe w celu poprawy jakosci ekstrakcji cech
- metoda GEM.

3. Zaprojektowanie mechanizmu adaptacji wag, ktérego celem jest dostoso-
wanie znaczenia poszczegllnych typow reprezentacji - FusionEncoder w
metodzie LFM.

4. Uzyskanie zbalansowanej doktadno$ci wyzszej o okoto 14% - 18% w od-
niesieniu do metody opartej wylacznie na modelach transformerowych.

1.5 Publikacje autora zwigzane z tematyka rozprawy

Ponizsze publikacje, w ktérych autor rozprawy miat istotny udzial, stanowia
spojny dorobek badawczy rozwijajacy zagadnienia przedstawione w rozprawie. Sg
one bezposrednio powigzane z zagadnieniami przedstawionymi w rozdziatach 3
(Opracowane hybrydowe metody ekstrakcji cech tekstu) oraz 4 (Metodyka badari
i procedura eksperymentalna) niniejszej rozprawy doktorskiej. Przedstawione w
nich badania dokumentuja kolejne etapy ewolucji metod detekcji dezinformacji.

Lista publikacji powiazanych z tematem rozprawy

Publikacje wykazane w niniejszej sekcji stanowig podstawy teoretyczne i
empiryczne, na ktérych oparto niniejsze badania. Przyczynily si¢ one takze do
powstania autorskich metod opisanych szczegétowo w tej pracy.

10
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Analiza stanu wiedzy w zakresie
metod detekcji dezinformacji

Problematyka badawcza dotyczaca wykrywania dezinformacji stanowi zto-
zone i wieloaspektowe zagadnienie obejmujace szereg wyzwan zwigzanych z de-
tekcja, analizg oraz identyfikacja falszywych treSci. Nalezy przy tym pamigtac, ze
fatszywe wiadomosci mogg powstawac w sposob zamierzony, tak aby wprowadzi¢
odbiorce w btad [1], jak i niezamierzony wynikajacy z niestarannego doboru i
sposobu przekazu tresci [2]. Istotny w tym aspekcie jest rowniez fakt, ze fatszywe
wiadomoSci rozprzestrzeniajg si¢ zdecydowanie szybciej niz wiadomosci zawiera-
jace prawdziwe i rzetelne informacje [3]. Problem ten jest szczegdlnie widoczny w
wiadomoSciach o treSciach politycznych [4] oraz waznych aspektach zdrowia, co
miato miejsce podczas pandemii COVID-19 [5]. Dezinformacja dotyczy réwniez
aspektéw spoleczno-gospodarczych i moze z powodzeniem negatywnie wplywad
na kluczowe aspekty gospodarki, miedzy innymi poprzez zaburzanie taficucha
dostaw [6].

Nie nalezy zapomina¢ jak istotng role w zakresie rozprzestrzeniania falszy-
wych informacji, odgrywaja media spotecznosciowe [7], gdyz dla wielu milionéw
uzytkownikéw na calym Swiecie stanowig one Zrédto r6znego rodzaju wiadomo-
$ci o zasiggu zaréwno globalnym, jak i lokalnym [8]. Falszywe wiadomosci moga
mie¢ przy tym réznorodna postac (tekst, obraz, nagrania audio i wideo). W niniej-
szej pracy skupiono si¢ wylacznie na tekscie. OczywiScie w Swietle powyzszych
faktow zwigzanych z fake newsami podstawg jest ich prawidiowa detekcja.

W niniejszym rozdziale przedstawione zostana zagadnienia zwigzane z pro-
blematyka wykrywania dezinformacji, ze szczegélnym uwzglednieniem technik
wstepnego przetwarzania tekstu oraz metod klasyfikacji tekstu stosowanych w celu
detekcji fatszywych informacji.

Problematyka dezinformacji

Falszywe informacje (ang. fake news), dezinformacja (ang. dissinformation) i
informacje wprowadzajace w blad (ang. misinformation) to pojgcia wskazujace na

12
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wspodlne zjawisko zakldcenia rzetelnego obiegu informacji w spoleczenstwie. Jest
ono narastajagcym problemem [9] szczegdlnie w dobie rozwoju ustug cyfrowych,
popularnosci platform spotecznoSciowych i portali internetowych, ktére sprzy-
jaja mozliwosci ich szybkiego rozprzestrzeniania si¢. Jest to nie tylko problem
spoteczny, ale co nalezy réwniez mie¢ na uwadze, przyczynia si¢ do zagrozen
zwigzanych z cyberbezpieczenstwem.

Problem jest istotny, co znajduje swoje potwierdzenie w pracach i opracowa-
niach Komisji Parlamentu Europejskiego.

Wedlug dokumentu: ,,Zwalczanie dezinformacji w internecie: podejscie
europejskie” [10] dezinformacje definiuje si¢ jako informacje, ktére mozna
zweryfikowaé jako fatszywe lub wprowadzajace w blad, a ktére sg celowo
tworzone, rozpowszechniane i prezentowane w spos6b majacy na celu osig-
gniecie zyskoéw finansowych lub §wiadome wprowadzenie spoteczenstwa
w blad, co moze prowadzi¢ do szkody dla interesu publicznego.

W pracy po§wieconej definicji fatszywych informacji [11] okre$la si¢ je jako
celowe przedstawianie (zwykle) falszywych lub wprowadzajacych w btad twier-
dzen jako wiadomosci, ktére sg mylace, a jednocze$nie manipulujg procesami po-
znawczymi odbiorcéw. Jak stusznie zauwazono w pracy [12] falszywe informacje
przybieraja postaé fatszywych stwierdzen, ktére moga by¢ lub nie by¢ powigzane z
prawdziwymi wydarzeniami, przybierajac czesto forme sensacyjnych nagtéwkow,
zmanipulowanych obrazéw lub celowo znieksztalconej tresci. Ich gtéwnym celem
jest przyciagnigcie uwagi odbiorcy, sktonienie go do kliknigcia, udostgpnienia lub
dalszego rozpowszechnienia przekazu. To zjawisko z kolei okreslane jest mianem
clickbaitu [13].

Ponadto, w przypadku rozprzestrzeniania si¢ dezinformacji, istotne jest to, ze
gdy falszywa informacja zostaje opublikowana na platformie internetowej, czgsto
dochodzi do jej szybkiego rozpowszechnienia za posrednictwem mechanizméow
udostepniania i rekomendacji tresci, co prowadzi do powstania gestej sieci po-
wigza miedzy uzytkownikami, artykutami, a takze Zrédtami [14]. W takiej sieci
mozna zaobserwowaé powtarzalno$¢ okre§lonych narracji, obecnos¢ tych samych
autoréw lub domen internetowych, a takze korelacje tematyczne miedzy réznymi
wpisami, co moze Swiadczy¢ o zamierzonym dziataniu majacym na celu ma-
nipulacje informacyjng. Wykorzystujagc narzedzia sztucznej inteligencji, w tym
algorytmy przetwarzania jezyka naturalnego oraz analize graféw, mozliwe jest
identyfikowanie struktur rozpowszechniania dezinformacji [15].
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2.2

Zjawisko dezinformacji jest przedmiotem badari wielu dyscyplin naukowych,
jednak istotny wkiad w jego wykrywanie wnoszg badania z zakresu informatyki
[16]. Szczegdlnie widoczne jest to w liczbie badai prowadzonych, ktére koncen-
truja si¢ na wykrywaniu i analizie cech dezinformacji—az 168 z 351 analizowanych
empirycznych tematéw badawczych, zidentyfikowanych przez autoréw pochodzi z
tej dziedziny [16]. Co wigcej, informatyka zdecydowanie dominuje pod wzgledem
stosowania metod obliczeniowych (w 180 z 232 analizowanych badan [16]), co
pokazuje, jak istotny wkiad majg metody komputerowe w identyfikacje dezinfor-
macji.

W ostatnich latach obserwuje si¢ dynamiczny rozwdj duzych modeli jezyko-
wych (ang. large language model, L1LM) oraz ich szerokie zastosowanie. Modele te
bedace zaawansowanymi modelami glebokiego uczenia maszynowego pozwalaja
na generowanie oraz interpretacj¢ ludzkiego jezyka. Poprzez architekture oparta
na transformerach modele te (w zadaniach analizy i detekcji falszywych infor-
macji) pozwalajg rozpoznawa¢ wzorce jezykowe i semantyczne (wskazujace na
manipulacje [17]) oraz weryfikowaé fakty poprzez poréwnanie ich z szeroka baza
dokumentéw tekstowych [18]. Jednoczesnie autorzy pracy [19] wskazuja, ze w
zadaniach klasyfikacji tekstu modele z rodziny BERT moga osiaga¢ lepsze wyniki
niz duze modele jezykowe w zadaniach opartych na analizie wzorcéw. Ich bada-
nia sugeruja jednak, ze w sytuacjach, gdy potrzebna jest dodatkowa wiedza lub
glebsza semantyka, modele LLM charakteryzujg si¢ wigkszg skutecznoscia.

Wykrywanie dezinformacji

W celu uporzadkowania obszaru badain w zakresie dezinformacji, autorzy
licznych publikacji podejmuja préby systematyzacji istniejacych podejsé, propo-
nujac réznorodne klasyfikacje metod wykrywania dezinformacji. Opracowania te
réznig si¢ stopniem szczegdétowosci oraz przyjetymi kryteriami podziatu, jednak
ich wspélnym celem pozostaje poglebione zrozumienie mechanizméw determinu-
jacych skuteczng identyfikacje tresci nieprawdziwych.

Detekcja falszywych informacji w tek§cie moze by¢ rozpatrywana jako szcze-
g6lny przypadek problemu klasyfikacji tekstu [20]. W pracy [21] zaproponowany
zostal podziat na 3 gtéwne metody:

* oparte na wiedzy (ang. knowledge-based), ktére wykorzystuja zewnetrzne
Zrédta wiedzy, takie jak bazy danych faktéw, ontologie czy repozytoria in-
formacji, wiedze ekspertdw w celu poréwnania tresci analizowanego tekstu

z ustalonymi faktami;
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» oparte na cechach (ang. feature-based), ktére koncentruja si¢ na analizie
wewnetrznych cech tekstu (np. statystyk lingwistycznych, sktadniowych lub
semantycznych), bez odniesienia do wiedzy zewnetrznej;

* oparte na modalnoSci (ang. modality-based), ktére integruja informacje

pochodzace z réznych Zrédet danych (np. tekst, obraz, dZwigk).

W kolejnych artykutach zastat dostarczony bardziej szczegélowy podzial, jak na
przyktad w pracy [22], gdzie zostaly wyrdznione nast¢pujace metody:

strategia oparta na wiedzy (ang. knowledge-based strategy), odnoszace si¢
do wykorzystania istniejacych faktow oraz technik weryfikacji faktow;

podejscie lingwistyczne (ang. language approach), skupiajace si¢ na ana-
lizie struktury jezykowej, stylu wypowiedzi, uzywanego stownictwa czy
wykrywania charakterystycznych wzorcéw retorycznych;

podejscie niezalezne od tematu (ang. topic-agnostic approach), ktére kon-
centrujg si¢ na wykrywaniu dezinformacji bez wzgledu na konkretng tema-
tyke tekstu, dzieki czemu mogg by¢ stosowane uniwersalnie;

metoda hybrydowa (ang. hybrid method), faczace rézne strategie w celu
zwigkszenia skutecznosci detekcji dezinformacji;

podejscie wykorzystujace uczenie maszynowe (ang. machine learning ap-
proach), w ktérym modele uczone na duzych zbiorach danych ucza si¢
rozréznia¢ pomigdzy treSciami prawdziwymi a falszywymi na podstawie
wzorcOw zawartych w danych treningowych.

W zwigzku ze znaczng dynamikg powstawania dezinformacji niezb¢dne staje
sie zastosowanie wieloaspektowego podejscia do ich wykrywania. PodejScie bazu-
jace na wiedzy dotyczy sytuacji, w ktérych wiarygodnos¢ informacji oceniana jest
na podstawie wiedzy eksperckiej oraz analiz, jak réwniez poréwnywania wiado-
mosci z wiarygodnymi Zrédtami [23]. Podejscie jezykowe oraz metody bazujace
na cechach opieraja si¢ na analizie stylu pisania, gramatyki czesto potaczonej z
analizg emocji zawartych w tek$cie, jak i poszukiwaniu niescistosci lub sprzecz-
noSci w sformutowaniach. Czgsto réwniez w przypadku tych metod stosowana
jest analiza struktury zdan, czesto$¢ uzywanych stéw czy analiza statystyk tekstu
[24, 25].

W odniesieniu do wczedniej opisanych metod wykrywania dezinformacji
istotng role odgrywaja techniki przetwarzania jezyka naturalnego, wspierane przez
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rozwigzania z zakresu sztucznej inteligencji, a w szczegdélnosci uczenia maszyno-
wego [26].

Techniki przetwarzania jezyka naturalnego wykorzystywane sa m.in. w zada-
niach klasyfikacji tekstu, polegajacych na przypisywaniu dokumentom jednej lub
wielu kategorii tematycznych na podstawie ich tresci. Takie podejScie pozwala na
systematyczne porzgdkowanie informacji oraz oceng ich zgodnosci z zaufanymi
Zrédtami, co stanowi istotne wsparcie dla metod bazujacych na wiedzy, analizie
jezykowej oraz cechach tekstu [27].

Na rysunku 2.1 przedstawiono schemat procesu klasyfikacji tekstu w celu wy-
krywania dezinformacji. Obejmuje on kilka etapéw, majacych na celu przypisanie
dokumentowi jednej lub wielu klas na podstawie jego tresci. Do kluczowych faz
tego procesu naleza: wstepne przetwarzanie danych, tokenizacja, ekstrakcja cech,
trenowanie modelu oraz jego ewaluacja.

Wstepne
przetwarzanie danych

'

Tokenizacja

'

Ekstrakcja cech

'

Trenowanie modelu

I

Ewaluacja modelu

Rysunek 2.1: Etapy procesu tworzenia modelu stuzacego do klasyfikacji tekstu.
[Opracowanie wtasne]
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Wstepne przetwarzanie danych (ang. preprocessing) ma na celu oczyszczenie
i normalizacje danych tekstowych w celu redukcji szumu informacyjnego oraz
ujednolicenia reprezentacji tekstu [28]. Typowe operacje obejmujg m.in.: usuwanie
znakow specjalnych, liczb i stéw przystankowych (ang. stopwords), sprowadzanie
stéw do formy podstawowej - lematyzacja lub stemming [29], konwersje do malych
liter (ang. lowercasing), usuwanie nadmiarowych bialych znakéw.

Tokenizacja polega na podziale ciggu znakéw na mniejsze jednostki zwane
tokenami, ktérymi najczesciej sg stowa, podstowa lub znaki. W zaleznosci od mo-
delu i jezyka stosuje si¢ rézne strategie tokenizacji [30], takie jak na przyktad:
whitespace tokenization, Byte-Pair Encoding (BPE) [31], WordPiece [32], Sen-
tencePiece [33] czy SaGe [34]. Tokeny stanowia podstawowa jednostke dalszego
przetwarzania.

Ekstrakcja cech tekstu jest kluczowym etapem w wykrywaniu dezinformacji
oraz szerzej, w zadaniach przetwarzania jezyka naturalnego. W przypadku detekcji
dezinformacji ekstrakcja cech polega na wydobyciu reprezentatywnych informacji
z tekstu, ktére moga by¢ uzyte do oceny prawdziwosci, intencji lub stylu zawar-
tego w nim przekazu. To z kolei jest istotnym wyzwaniem w celu zapewnienia
autentycznosci i szeroko rozumianego cyberbezpieczeristwa oraz bezpieczefistwa
spoleczeiistwa.

Wsrdd technik ekstrakeji cech [35] wyrdznia si¢ metody podstawowe, takie
jak:

* n-gram [36] do modelowania sekwencji stow lub znakéw w tekscie;

* bag-o-words [37] gdzie tekst jest reprezentowany przez zbidr stéw;

* metoda TF stuzaca do obliczenia czestotliwoSci wystepowania stowa w
tekscie [38];

* TF-IDF [39] jako rozbudowana metoda gdzie oceniane jest réwniez znacze-
nie i wazno$¢ stowa w tekscie.

Z kolei do bardziej zaawansowanych metod zalicza si¢ metody obejmujace trans-
formery [40] takie jak BERT [41], RoBERTa [42], DistilBERT [43]. Dodatkowo
warto wskazaé, ze w literaturze znajdujg si¢ prace wskazujace, ze metody ekstrak-
cji cech oparte na modelach transformerowych, takich jak BERT, przewyzszaja
pod wzgledem doktadnos$ci klasyczne podejscia bazujace na TF-IDF [44]. Umoz-
liwiaja one dwukierunkowg reprezentacje tekstu, gdzie znaczenie poszczegdlnych
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jednostek jezykowych jest modelowane z uwzglednieniem zaréwno kontekstu po-
przedzajacego, jak i nastepujacego w sekwencji. Dzigki tym wlasciwoSciom mo-
dele transformerowe znajdujg zastosowanie nie tylko w zadaniach klasyfikacji
tekstu, lecz takze w innych zagadnieniach NLP, miedzy innymi takich jak:

* analiza emocji w tekScie (ang. text sentiment analysis) [45, 46];

* udzielanie odpowiedzi na pytania (ang. question answering) [47].

W zadaniach przetwarzania jezyka naturalnego oraz klasyfikacji tekstu istotne
sg hybrydowe techniki ekstrakcji cech, ktdre integrujac réznorodne podejscia ana-
lityczne, jednoczes$nie wykazuja si¢ zwickszong skutecznoscig klasyfikacyjna, co
zostalo potwierdzone m.in. w pracy [48]. Szczegétowego omdéwienia istniejagcych
technik ekstrakcji cech dokonano w [49]. Autorzy pracy wskazali na polaczenie
technik takich jak: TF, TF-IDF, Word2Vec, BERT, ktére nastgpnie sa wykorzy-
stywane w potaczeniu z klasyfikatorami, takimi jak SVM, KNN, Random Forest,
AdaBoost, XGBoost, MLP czy splotowe sieci neuronowe (ang. convolutional neu-
ral networks, CNN) [50]. Literatura przedmiotu dostarcza réwniez przykiadéw
metod taczacych rézne techniki ekstrakcji cech, np. TF-IDF, Word2Vec oraz sieci
LSTM (ang. Long Short-Term Memory) [51]. Bardziej zaawansowane podejicia
wykorzystuja osadzanie weztéw kontekstowych (ang. contextual node embedding),
grafy hierarchiczne oraz dynamiczng fuzje z wykorzystaniem BERT [52].

Na Rysunku 2.2 graficznie przedstawiono oméwione metody wykrywania
dezinformacji. Zobrazowano na nim podziat technik na cztery gtéwne kategorie:
analizg tresci, analize propagacji, analize kontekstu oraz podejscia hybrydowe,
ktore facza w sobie elementy z pozostatych grup. Kazda z tych kategorii obejmuje
szereg specyficznych technik, od analizy cech jezykowych i wizualnych, przez
reczne i automatyczne sprawdzanie faktow, po modelowanie dynamiki rozprze-
strzeniania si¢ informacji w sieciach oraz ocen¢ wiarygodnos$ci Zrédet.

18

18:73311322



Autorzy i
wydawcy

Wiarygodnos¢
zrodet
Anal
kontel

iza
kstu
Techniki

wykrywania
dezinformacji

Uzytkownicy

- Analiza
Podejscia stylistyczna
hybrydowe
Cechy jezykowe

i wizualne Analiza wizualna
Analiza tresci

Kaskady propagacj prawdzanie weryfikacje
informaciji

faktow

Modele
propagacji Automatyczna

weryfikacja

{ Heterogeniczne \ ‘ Jednorodne \

Rysunek 2.2: Przeglad technik wykrywania dezinformacji (na podstawie [53])

W celu usystematyzowania informacji na temat metod stuzacych wykrywaniu
falszywych wiadomosci w réznych jezykach oraz zbioréw danych (na ktérych tre-
nowano modele) opracowano tabele 2.1. Przedstawione w niej prace koncentruja
sie na wykorzystywaniu réznych modeli uczenia maszynowego i glebokiego ucze-
nia do poprawy doktadno$ci wykrywania dezinformacji gléwnie w wiadomosciach
i postach oraz mediach spoteczno$ciowych.

Tabela 2.1: Podsumowanie zbiorow danych i technologii do wykrywania fatszy-
wych wiadomosci w roznych jezykach

Autorzy Jezyk Dane Technologia Rok
Martinez- | Hiszpanski | Spanish Fake News | BETO + LSTM 2021
Gallego et Corpus (971 wiado-
al. [54] mosci) + Fake news

in Spanish (1600
wiadomosci), facz-
nie 2571 probek

Blanco- Hiszpanski | Syntetyczny zbiér | Fine-tuned BERT / | 2024
Fernandez 57 231 artykutéw | RoBERTa
et al. [55] politycznych — dane

uzyskane przez web
scraping i modele
generatywne
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Autorzy Jezyk Dane Technologia Rok
Ibafiez- Hiszpanski | Zbiory danych z | GCN + BERT 2024
Lissen et wiadomosci 1 me-
al. [56] diéw spotecznoscio-
wych (fatszywe wia-
domosci polityczne)
Moreno- Hiszpaniski | Dane z mediéw spo- | Poréwnanie MLP, | 2023
Vallejo et fecznosciowychiar- | CNN, LSTM
al. [57] tykutéw prasowych
Catelli et | Wioski Recenzje dotyczace | BERT + ELEC- | 2023
al. [58] dziedzictwa kultu- | TRA + analiza sen-
rowego we Wilo- | tymentu
szech
Buzeaetal. | Rumunski Wiadomosci online | SVM, NB, LSTM, | 2022
[59] po rumuiisku CNN, GRU, Ro-
BERT
Bucosetal. | Rumunski Dane z Factual.ro Back Transla- | 2023
[60] tion, Easy Data
Augmentation
Dinu et al. | Rumunski Rumunskie wiado- | LR, SVM, RF, SD | 2022
[61] moSci online Classifier
Valeanu et | Rumunski Rumuiiskie tweety | SVM, MLP, REF, | 2023
al. [62] nt. szczepien RCNN, BERT
Daria- Rumuniski RoCliCo: 8313 ar- | RF, SVM, BiLSTM, | 2023
Mihaela et tykuléw prasowych | Ro-BERT
al. [?] (clickbait)
Moisi et al. | Rumunski FakeRom — 1000+ | NB, LR, SVM, | 2024
[63] artykutéw z Veri- | BERT
dica
Farooq et | Urdu 4097 wiadomosci z | TF-IDF, BoW, | 2023
al. [64] 9 dziedzin SVM, k-NN
Igbal et al. | Urdu 12 047 tweetow TF, IDF, SVM, | 2024
[65] CNN, RNN
Muniretal. | Urdu Tekst + obrazy - 2024
[66]
Al Ghamdi | Ang., Arb., | Twitter, artykuly on- | TF-IDF, LR, BERT, | 2023
et al. [67] Urdu line RF
Harrisetal. | Urdu UrduFake @FIRE2020:ELECTRA, 2025
[68] 1300 wiadomosci mBERT, XLM-
R
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Autorzy Jezyk Dane Technologia Rok
Sorour et | Arabski 1475 prawdziwych, | CNN + LSTM 2022
al. [69] 3152 fatszywych
wiadomosci
Azzeh et | Arabski Dane z sieci i Twit- | AraBERT, MAR- | 2025
al. [70] tera BERT, SVM, NB
Almandouh | Arabski 228 461 rekordéw z | FastText, LR, XGB, | 2024
etal. [71] arabskich zbioréw AdaBoost
Mohawesh | Wielo- ENG-HIN, ENG- | Capsule NN, | 2023
et al. [72] jezyczny IDN, ENG-SWA, | mBERT, XLM-R
ENG-VIE
Keya et al. | Angielski WelFake, LIAR BERT, FakeStack 2023
[73]
Han et al. | Angielski FakeNewsNet (poli- | Grafowe sieci neu- | 2020
[74] tifact, gossipcop) ronowe
Lu et al. | Angielski Twitter15, Twitter16 | Sie¢ ko-uwagi + | 2020
[75] grafy
Roy et al. | Bengalski BanFakeNews Bi-GRU 2024
[76]
Malla et al. | Angielski FakeNewsNet, Gos- | GAT 2024
[77] sip, tweet’y
Frisli [78] | Norweski 426 262 tweet’y | Semi-supervised LR | 2025
COVID-19 (5,11% | + class weights
dezinformacja)
Wanda et | Indonezyjski| Falszywe wiadomo- | GRN  (Generative | 2024
al. [79] $ci po indonezyjsku | Round Networks)
Canhasi et | Albanski Albarnskie ozna- | LR, NB, SVM, | 2022
al. [80] czone wiadomosci XGBoost
Isa et al. | Indonezyjski| COVID-19  news | IndoBERT 2022
[81] (Indonezja)

Dinu, Fusu i Gifu [61] zaprezentowali w swojej pracy podejscie wykorzy-
stujace klasyfikatory SVM i regresje logistyczna (ang. logistic regression, LR)
oraz techniki przetwarzania tekstu takie jak TF-IDF i 300-wymiarowe osadzenia
wektorowe CoRoLa. Autorzy w pracy skupili si¢ na jezyku rumunskim, a naj-
lepsze wyniki uzyskali przy uzyciu SVM i LR. Valeanu et al. [62] w podobny
sposéb zaprezentowali metode wykrywania dezinformacji na podstawie postow z
platformy Twitter o szczepieniach z wykorzystaniem metod takich jak SVM, MLP
i las losowy (ang. random forest, RF). Zaproponowane metody osiagnely wyniki
AUC zakresie od 0.744 do 0.858, co wskazuje na wysoka wydajno$¢ algorytmoéw
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klasyfikacyjnych.

Bucos i Tucudean [60] uzyli zbioru danych Veridica z rumuriskimi artykutami
prasowymi do analizy fatszywych wiadomosci. W swoim badaniu wykorzystali
klasyfikatory, takie jak ekstremalnie losowe drzewa (ang. extremely randomized
trees, Extra Trees), RF i SVM, uzyskujac najlepsze wyniki przy uzyciu techniki
Back Translation. Moisi, Tucudean i Ionescu [63] zaprezentowali podejscie wy-
korzystujace BiLSTM i RoBERTa-large do wykrywania fatszywych wiadomos$ci
w rumuriskim, osiagajac doktadnos¢ 96.5% dla modelu opartego na BERT.

W zakresie jezyka arabskiego, Al Ghamdi et al. [67] zebrali dane z Twittera
i artykuléw, tworzac korpus, ktéry zawiera zar6wno falszywe, jak i prawdziwe
wiadomosci. Analizowali r6zne modele klasyfikacyjne, takie jak Naive Bayes, Lo-
gistic Regression, SVM i BERT, osiagajac doktadnos$¢ 90% przy uzyciu modelu
BERT. Sorour i Abdelkader[69] zastosowali podejicie hybrydowe, wykorzystu-
jac CNN i LSTM do wykrywania fatszywych wiadomos$ci w jezyku arabskim,
osiagajac doktadnos¢ 81%.

Harris, Hadi, Ahmad et al. [68] opracowali model wykrywania falszywych
wiadomogci dla jezyka urdu, wykorzystujac zbiory danych UrduFake @ FIRE2020,
ktére zawieraty zaréwno prawdziwe, jak i fatszywe wiadomosci z pieciu dziedzin:
zdrowie, sport, rozrywka, technologia oraz biznes. Uzyli modeli, takich jak ELEC-
TRA, mBERT i XLM-RoBERTa, osiggajac doktadnos¢ 91,4% przy uzyciu metody
ensemble.

W pracy Azzeh, Qusef i Alabboushi [70], autorzy uzyli sze$ciu technik repre-
zentacji tekstu oraz pieciu glebokich modeli osadzenia stéw, takich jak AraBERT,
AraELECTRA, ARBERT, MARBERT i CAMeLBERT, do wykrywania falszy-
wych wiadomosci w jezyku arabskim. Najlepsze wyniki uzyskano przy uzyciu
CAMeLBERT potaczonego z gleboka siecia neuronowa (DNN), osiagajac Fi-
score na poziomie 71.3% i AUC 79.1%. Chociaz wiele badan koncentruje si¢ na
pojedynczych jezykach, inne prace (np. [72]), uwzgledniaja wiele jezykow, takich
jak: angielski, hindi, suahili, wietnamski i indonezyjski. Ich podejscie oparte byto
na sieciach neuronowych kapsutkowych, ktére wykrywaty fatszywe wiadomosci z
poprawa o okoto 3.97% w poréwnaniu do modeli bazowych.

W kontekscie jezyka angielskiego, Keya et al. [73] uzyli osadzen BERT w
potaczeniu z gtebokim CNN i LSTM w modelu FakeStack, ktéry osiagnat doktad-
no$¢ powyzej 97% w wykrywaniu fatszywych wiadomosci. Han, Karunasekera
i Leckie [74] wykorzystali sieci neuronowe oparte na grafach (GNN) do analizy
wzorcOw rozprzestrzeniania si¢ falszywych wiadomosci w sieci spotecznoscio-
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wej. Ich podejscie, ktére uwzglednialo dane z Twittera i cechy uzytkownikéw,
osiagneto doktadno$é 83%.

Wsréd najnowszych prac w tej dziedzinie warto wspomnie¢ badania Roy et
al. [76], ktorzy stworzyli nowa metod¢ wykrywania fatszywych wiadomosci w
jezyku bengalskim, osiggajac doktadnos$é 99% przy uzyciu modelu Bidirectional
Gated Recurrent Unit (GRU). Malla i Banka [77] zaprezentowali podejscie wy-
korzystujace Graph Attention Networks (GAT), ktére uwzgledniato preferencje
uzytkownikéw i kontekst spoteczny, osiagajac doktadnos¢ 98%.

Inne innowacyjne podejscia obejmuja prace Frisli [78], gdzie zastosowano
pétnadzorowane podejscie do samodzielnego treningu w klasyfikacji dezinfor-
macji, osiagajac doktadno$¢ powyzej 98%. Z kolei Wanda i Diqi [79] w swoim
badaniu nad jezykiem indonezyjskim wykorzystali nowg architektur¢ Generative
Round Networks (GRN), osiggajac doktadnos$¢ 94,33%.

W przypadku jezyka albariskiego Canhasi et al. [80] uzyli klasycznych technik
klasyfikacyjnych, takich jak KNN, XGBoost oraz osadzei BERT i FastText do
wykrywania falszywych wiadomosci. Ich wyniki pokazaty skutecznos¢ metod
klasyfikacyjnych w tym jezyku. Z kolei dla jezyka indonezyjskiego, Isa, Nico
i Permana [81] uzyli modelu IndoBERT, ktéry osiagnat doktadno$¢ 94,66% w
wykrywaniu fatszywych wiadomosci, szczegélnie tych zwigzanych z COVID-19.

Popularno$¢ w kontekscie detekcji dezinformacji zdobywaja heterogeniczne
grafy, ktére umozliwiaja rozszerzenie mozliwosci duzych modeli jezykowych
(LLM) poprzez integracje réznych typdéw encji i relacji. Xie i in. [82] w swo-
jej pracy wykorzystali heterogeniczny graf zawierajacy wezly wiadomosci, encji
i tematéw do modelowania tre$ci wiadomos$ci. Wiedza z trzech graféw wiedzy
jest nastepnie taczona w celu wzbogacenia procesu decyzyjnego. Z kolei Kang
et al. [83] zastosowali podejScie oparte na heterogenicznych grafach, aby wy-
korzysta¢ réznorodne powigzania miedzy wiadomosciami, takie jak ich kontekst
czasowy, tre$¢, tematyke i Zrédto, w celu identyfikacji falszywych informacji. W
artykule zaproponowano budowe heterogenicznego grafu, nazwanego News De-
tection Graph (NDG), zawierajacego rozne typy weztéw i krawedzi, co pozwala na
integracje wieloaspektowych danych pochodzacych z wielu wiadomosci. Sun et al.
[84] wprowadza model wykrywania fatszywych wiadomosci oparty na percepcji
tematu, gdzie okre§lona wiadomos¢ jest dzielona na zdania, a graf heterogeniczny
tworzony jest z wezlow reprezentujacych zdania, tematy i encje. W dalszym etapie
nastepuje ekstrakcja cech i poréwnania encji w celu oceny spdjnosci semantyczne;j.
Roéwnie popularne jest stosowanie grafowych sieci neuronowych [85]. Karnyoto et
al. [86] w swojej pracy wykorzystali heterogeniczng grafowa sie¢ neuronowg do
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2.3

wykrywania dezinformacji na temat pandemii COVID19 [86]. Aby utworzy¢ sie¢
neuronowa grafu, zbudowali wezly i krawedzie w grafie, a takze wezly stowo-stowo
i stowo-dokument.

Ograniczenia dotychczasowych podejsc

Analiza literatury wskazuje na r6znorodno$¢ metod i podejs¢ skutecznych w
wykrywaniu fatszywych wiadomosci, obejmujacych zaréwno klasyczne techniki,
jak 1 nowoczesne modele glebokiego uczenia, ktdre osiagaja zadowalajgce wyniki
w réznych jezykach i kontekstach. Przeprowadzony przeglad pozwala zidentyfi-
kowac kilka istotnych obszaréw wymagajacych dalszych badan.

Po pierwsze, zauwazalne jest niewystarczajace wykorzystanie graféw w jezy-
kach innych niz angielski. Opisane w literaturze podejScia grafowe koncentrujg si¢
gtéwnie na anglojezycznych zZrédtach informacji, podczas gdy potencjat zastoso-
wania graféw w jezykach mniej zasobnych pozostaje w duzej mierze niezbadany.

Po drugie, zauwazalny jest niedostatek badari nad efektywnoscia hybrydo-
wych metod ekstrakcji cech. Cho¢ wskazuje si¢ na mozliwo$¢ taczenia technik
takich jak TF-IDF, Word2Vec, BERT, CNN czy LSTM, brakuje systematycznych
analiz poréwnawczych, ktére oceniatyby skuteczno$¢ réznych konfiguracji w od-
miennych domenach i jezykach.

Po trzecie, istotnym ograniczeniem pozostaje silna zalezno$¢ od niewielkich,
najczesciej binarnych zbioréw danych. Ogranicza to nie tylko mozliwo$¢ poréwnan
miedzy modelami, lecz takze obniza potencjal uogdlniania wynikdéw na bardziej
zrdznicowane i rzeczywiste scenariusze.

24

24:25390142



3.

31

Opracowane hybrydowe metody
ekstrakcji cech tekstu

W niniejszym rozdziale przedstawiono dwie autorskie, hybrydowe metody
ekstrakcji cech, opracowane w ramach pracy. Pierwszg z nich jest metoda LFM,
szczeg6lowo opisana w podrozdziale 3.1, natomiast drugg — metoda GEM, kt6-
rej charakterystyka znajduje si¢ w podrozdziale 3.2. Podrozdzialy te zawieraja
réwniez szczeg6towa charakterystyke metod sktadowych, wchodzacych w sktad
opracowanych podejs$¢é hybrydowych.

Metoda LFM (Learned Fusion Method)

Pierwsza zaproponowang w rozprawie doktorskiej hybrydowa metoda eks-
trakcji cech jest metoda LFM (Learned Fusion Method). Metoda ta wykorzystuje
model DistilBERT (opisany w podrozdziale 3.1.1.1) oraz statystyczna metode
TF-IDF (opisang w podrozdziale 3.1.1.2) w celu uzyskania reprezentacji tekstu
z uwzglednieniem zar6éwno struktury leksykalnej jak i kontekstu semantycznego.
Dodatkowo, w celu polaczenia dwéch réznych reprezentacji wektorowych w jeden
spéjny wektor, zostala opracowana sie¢ neuronowa typu encoder (okreslona jako
FusionEncoder). Metoda ta sktada si¢ z kilku etapdw, ktére zostaty przedstawione
na rysunku 3.1.

W pierwszym kroku reprezentacja wejsSciowa (kazdy dokument tekstowy T)
jest przeksztalcana na dwa oddzielne wektory:

» Reprezentacja semantyczna za pomocg modelu DistilBERT:

Xpert = DistilBERT(T) € Réert 3.1
gdzie dpert = 768

* Reprezentacja statystyczna za pomocg metody TF-IDF:

xisiat = TFIDF(T) € R%id (3.2)
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gdzie warto$¢ parametru disqr zostala empirycznie ustalona na poziomie
500.

Koricowo oba wektory sg fagczone w jeden wspdlny wektor zgodnie ze wzorem 3.3

— . d
X = [Xpert; Xifiar] € R (3.3)
gd21e d = dpert + difids.

Korpus tekstéw

Etap 1:
Przygotowanie Korpus tekstéw

tekstow

Etap 2: Etap 1: )

e Przygotowanie
Tokenizacja danych

| | \

Przekazywanie
, Y Etap 2: Etap 3:
tokendw przez Tekst . . . .
Obliczanie TF Obliczanie IDF
model
DistilBERT
Etap 4:
Etap 4: . .
. Generwanie cech Generowanie
Ekstrakcja
wektora

B Reprezentacja Reprezentacja j
Wektor osadzen Wektor osadzen
. semantyczna Statystyczna .

=y aczenie [+

Fuzja cech

| Wejscie )——>| Warstwa linjowa }——>| ReLU }’—»| Dropout }——>| Warstwa liniowa }’—»| ReLU ’——>| Wyjscie |

Wektor fuzji
cech

Rysunek 3.: Architektura metody LFM

Tak utworzony wektor x jest nastepnie przekazywany do sieci neuronowej,
ktérej zadaniem jest utworzenie wektora fuzji cech.
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Etapy generowania wektorow osadzen
Reprezentacja uzyskana modelem DistilBERT

Model DistilBERT stanowiacy zoptymalizowang wersje modelu BERT ce-
chuje si¢ mniejsza liczbg parametréw oraz zwigkszong efektywnoscia oblicze-
niowg przy jednoczesnym zachowaniu wysokiej jakoSci generowanych reprezen-
tacji semantycznych [87].

Metoda ta posiada dwa kluczowe etapy przetwarzania tekstu. W etapie pierw-
szym wstepnie przetworzony tekst poddawany jest tokenizacji. W ramach niej na
poczatku i na koricu tekstu dodawane sg specjalne tokeny ([CLS] oraz [SEP]).
Nastepnie poszczegdlne stowa przeksztatcane sa w odpowiadajace im identyfika-
tory z wykorzystaniem stownika osadzent wyuczonych w fazie wstepnego uczenia
modelu.

Tak przygotowany cigg tokenéw przekazywany jest do modelu DistilBERT
odpowiadajacego za wygenerowanie jego wektorowej reprezentacji. Reprezentacja
dlugosci wektora ma statg warto$¢ 768. Warto réwniez wspomnie¢, ze pomimo
mozliwosci przetwarzania do 512 tokenéw wejSciowych autor niniejszej rozprawy
zdecydowatl si¢ na ograniczenie ich liczby do 256. Rozwigzanie to podyktowane
bylo potrzeba redukcji zuzycia zasobéw pamigciowych oraz skrécenia czasu tre-
nowania modeli.

Kolejnym istotnym zagadnieniem jest konieczno$¢ zastosowania tokenizera
kompatybilnego z modelem DistilBERT, co wynika z potrzeby zapewnienia spdj-
nosci miedzy procesem tokenizacji a strukturg modelu.

Proces ekstrakcji cech w tej metodzie realizowany jest z wykorzystaniem
wstepnie wytrenowanego modelu DistilBERT, w dwdéch wersjach jezykowych:

* angielskiej [88] — dla zbior6w danych w jezyku angielskim;

* polskiej [89] — dla zbioréw danych w jezyku polskim.
Reprezentacja uzyskana metoda TF-IDF

Reprezentacja TF-IDF ma na celu ocen¢ istotnoSci termindw w kontekScie
catego zbioru danych. Warto$¢ wskaznika sktada si¢ z 2 elementéw czgstotliwosci

wystepowania stowa w tekscie (ang. Term Frequency, TF) oraz rzadko$ci w caltym
zbiorze dokumentéw (ang. Inverse Document Frequency, IDF).
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31.2

Czestotliwo$¢ wystepowania sfowa w tekScie mozna wyliczy¢ ze wzoru 3.4.
Przy czym otrzymany wynik otrzymuje wartosci z przedziatu [0,1], gdzie O ozna-
cza brak wystapiert danego stowa w tekscie, a 1 gdy wystepuje tylko dane stowo.

liczba wystgpien stowa x w tekscie y

TF(x,y)= 3.4

catkowita liczba stéw w dokumencie y

Rzadko$¢ wystepowania stowa w dokumencie polega na ocenie jak niepo-
wtarzalne, jest dane stowo, biorgc pod uwage caty zbiér zdan w artykule. Wzér na
obliczenie tej wartosci zostal przedstawiony ponizej (wzér 3.5). Wysoka warto$¢é
tego wskaznika oznacza, ze dane stowo jest unikatowe w odniesieniu do catosci
artykutu, przez co powinno by¢ istotniejsze pod katem analizy tekstu.

liczba zdan w artykule y

IDF(x,y) =log 3.9

liczba zdan zawierajacych stowo x + 1

Koricowa warto$¢ wspoétczynnika TF-IDF jest wynikiem mnozenia warto-
Sci obu wspétczynnikéw. Nalezy przy tym zauwazy¢, ze im czeSciej dane stowo
bedzie pojawiato si¢ w zdaniach, zachowujac jednocze$nie unikalno$¢ w innych
fragmentach tekstu to warto$¢ tego wspélczynnika, bedzie wyzsza (osiggane war-
tosci sg z przedziatu [0,1]). Dzigki temu mamy mozliwo$¢ koncentracji modelu na
tylko istotnych stowach z pomini¢ciem tych malo istotnych.

Mechanizm fuzji wektorow osadzen (Fusion Encoder)

Zastosowana jako enkoder sie¢ neuronowa jest architekturg oparta na dwéch
warstwach liniowych, funkcjach aktywacji ReLU (ang. Rectified Linear Activation
Function), a takze mechanizmie Droput. Schemat zostal przedstawiony w czesci
FusionEncoder na rysunku 3.1

Pierwsza warstwa liniowa przeksztatca dane wejsciowe x o wymiarze 1268
(768 wymiar z BERT i 500 z TF-IDF) na przestrzei o wymiarze 256 okreSlona
wzorem:

h1 =Wix+ b1 (3.6)

gdzie:

o Wy € R¥OX1268 _macierz wag,
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31.3

* by € R¥® - wektor przesunieé (bias),

« x € R'?68 _ wektor wejsciowy.

Kolejnym elementem jest funkcja aktywacji ReLU, ktérej zadaniem jest wpro-
wadzenie nieliniowo$ci do modelu zastepujac wartoSci ujemnie zerami. Wyrazona
jest ona wzorem:

AU = max (0, hy) (3.7)

W zaproponowane;j sieci funkcja ta wystepuje dwukrotnie po pierwszej oraz po
drugiej warstwie liniowej gdzie zamiast A i hlfeLU jest odpowiednio As i hgeLU.

Kolejnym elementem wykorzystywanym wytacznie na etapie uczenia sieci
jest mechanizm Dropout, bedacy technika regularyzacji polegajaca na losowym
wytaczaniu niektorych neuronéw. Warto$¢ po funkcji aktywacji hlfeLU jest mno-
zona przez losowg maske r, przyjmujaca wartosci 0 dla neuronéw nieaktywnych i
1 dla neuronéw aktywnych. W zaproponowanej metodzie wspétczynnik Dropout
zostat ustalony na wartos$¢ 0.3.

Nastepnie zastosowano kolejng warstwe liniowa, ktéra przeksztalca dane z
przestrzeni o wymiarze 256 na przestrzefi o wymiarze 64 okre§lona wzorem:

ha = WohY" P 4 by (3.8)

gdzie:

s Wy € RO256 _macierz wag,

* by € R* - wektor przesunieé (bias).

Funkcja straty wykorzystana w procesie uczenia

Ze wzgledu na czeste wystepowanie problemu niezbalansowania klas w de-
tekcji dezinformacji, w zaproponowanej metodzie (na etapie enkodera) zostata
wykorzystana funkcja Focal Loss [90]. Funkcja ta pozwala na zwickszenie wagi
probek klasy mniejszo$ciowej i réwnoczesnie ogranicza wplyw klasy dominujg-
cej. Warto podkresli¢, ze wartoSci domySlne parametrow y oraz a, wystepujace
we wzorze, zostaly zaproponowane i empirycznie zweryfikowane w tej samej
publikacji [90].

FL(p:) = —a(1 - p;)? log(p:) (3.9)
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Gdzie:

5, jesliy =1
Pr=1 25, estiv=0

* y > 0 — parametr skupienia (domyslnie y = 2),

* a € (0,1) — wspotczynnik wazenia klasy mniejszosci (domySlnie o =
0.25).

Podsumowujac, zaproponowana metoda opiera si¢ na dwuwarstwowej sieci
neuronowej, zaprojektowanej do pracy z heterogenicznymi wektorami cech. Laczy
ona zaawansowang analiz¢ semantyczna, realizowana za pomoca modelu Distil-
BERT, z informacjg statystyczng o czestosci termindw, dostarczang przez TF-IDF.
Ponadto, dzieki zastosowaniu funkcji straty Focal Loss, model skutecznie radzi so-
bie zar6wno z danymi zbalansowanymi, jak i silnie niezbalansowanymi, co zostalo
wykazane w dalszej czesci pracy.
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3.2 Metoda GEM (Graph Embedding Method)

W ramach hybrydowego podejScia do ekstrakcji cech opracowano takze me-
tode GEM (Graph Embedding Method). Metoda ta zostala zaprezentowana na
rysunku 3.2.

Wejscie: Tekst
artykutu

|

Tokenizacja zdan

I e T —

Graf Graf wynikania Graf przyczynowo- Graf wiedzy
spéjnosci logicznego skutkowy zewnetrznej

Wektor cech
hybrydowych

Rysunek 3.2: Schemat dziatania metody GEM
Schemat (rysunek 3.2) prezentuje kompleksowe rozwiazanie hybrydowego

ekstraktora cech sktadajacego si¢ z czterech gléwnych graféw, a kazdy z graféow
jest odpowiedzialny za inng perspektywe analizy tekstu:

* graf spdjnosci odpowiadajacy za spdjnos$¢ semantyczng tekstu;
» graf wynikania logicznego odpowiadajacy za logiczne zaleznoSci;
» graf przyczynowo-skutkowego odpowiadajacy zarelacje przyczynowo-skutkowe;

» graf wiedzy zewnetrznej odpowiadajacy za powigzanie z wiedzg zewnetrzng.

Nastepnie wektory cech z poszczegdlnych graféw sg taczone, tworzac hybry-
dowy wektor wykorzystywany do dalszej analizy.

3.2a Graf spojnosci tekstu

Pierwszy z zaprojektowanych w zaproponowanej metodzie graféw zostat
przedstawiony na rysunku 3.3
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Zdania wyodrebnione

z tekstu

I

Obliczenie osadzen
zdan przy uzyciu
Sentence-Transformer

Budowa grafu

—

Tworzenie krawedzi
miedzy weztami na
podstawie
podobienstwa
cosinusowego

!

Analiza centralnosci
zdan przy uzyciu

PageRank

'

Wektor cech

Rysunek 3.3: Schemat dziatania grafu spojnosci tekstu

W zaproponowanym module (grafie) kazde zdanie wystepujace w tekscie
zostaje reprezentowane jako wezel grafu, a krawedzie taczace wezly odzwiercie-
dlaja podobieristwo semantyczne miedzy zdaniami. Obliczenia podobieristwa sg
dokonywane poprzez wyliczenie wektoréw osadzen przy uzyciu modelu Sentence-
Transformer [91]. Z kolei waga krawedzi w grafie odpowiada wartoSci podobien-
stwa cosinusowego pomic¢dzy osadzeniami. Dodatkowo w kolejnym etapie doko-
nywana jest analiza centralnosci zdai z wykorzystaniem algorytmu PageRank.
Ocena ta pozwala na okreslenie, ktére fragmenty tekstu sg najbardziej reprezenta-
tywne w stosunku do catej treSci. Metoda ta zwraca dwie wartoSci (cechy sp6jnosci

oraz centralnosci).
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3.2.2 Graf wynikania logicznego

Kolejnym modutem zaproponowanej metody jest graf wynikania logicznego.
Graf ten modeluje logiczne zaleznoSci mi¢dzy zdaniami, umozliwiajac oceng,
w jakim stopniu jedno zdanie wynika z innego. Schemat dziatania tego modutu
przedstawiony zostat na rysunku 3.4

Zdania wyodrebnione
z tekstu

|

Etap identyfikacji
relacji logicznych

Reprezentacja zdan
jako weztéw

Analiza par zdan
modelem NLI
(Natural Language
Inference)

Identyfikacja relacji
wynikania logicznego

!

Etap wazenia
relacji

Tworzenie
skierowanych
krawedzi miedzy
weztami

Nadanie wag
krawedziom
na podstawie
prawdopodobienstw
NLI

Obliczenie sredniej
sity
logicznych powigzan

!

Srednia sita
logicznych powigzan

Rysunek 3.4: Schemat dziatania modutu wynikania logicznego

Kazde zdanie jest reprezentowane przez wezel, a skierowane krawedzie wska-
zuja relacje potwierdzajagce logiczne wnioskowanie pomiedzy zdaniami. W celu
identyfikacji tych relacji wykorzystany zostal model NLI (ang. Natural Langu-
age Inference). Dodatkowo w zaproponowanej metodzie zostal wykorzystany me-
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3.2.3

chanizm wag krawedzi, ktéry odpowiada wartoSci prawdopodobieristwa, z jakim
model przewiduje klas¢ wynikania dla danej pary weziéw. Metoda ta zwraca in-
formacje¢ o Sredniej sile logicznych powigzai migdzy zdaniami wykorzystywanej
jako jeden z parametréw na péZniejszym etapie badafi.

Graf przyczynowo-skutkowy
Kolejnym modutem (przedstawionym na rysunku 3.5) jest graf przyczynowo-

skutkowy. Zostal on opracowany w celu wykrywania zalezno$ci przyczynowo-
skutkowych w analizowanym tekscie.

Zdania wyodrebnione
z tekstu

!

Analiza sktadniowa

!

Wykrywanie relacji
przyczynowych

|

Tworzenie grafu
przyczynowo-
skutkowego

'

Oblicznie gegstosci
relacji

F N

Cechy przyczynowosci Gestoscé relacji

Rysunek 3.5: Schemat dziatania modutu przyczynowo-skutkowego
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Skierowane krawedzie grafu odwzorowuja relacje przyczynowo-skutkowe
wykryte w tekscie. Analiza grafu pozwala okresli¢ liczbe 1 gestoSé relacji przyczynowo-
skutkowych. Gestosé relacji oraz cechy przyczynowosci sg nastepnie zwracane jako
parametry wykorzystywane w péZniejszym etapie badan.

Graf wiedzy zewnetrznej

Ostatnim modufem w autorskiej metodzie jest graf wiedzy zewnetrznej. Zostat
on przedstawiony na rysunku 3.6.

Zdania wyodrebnione
z tekstu

!

Ekstrakcja tematéw z
uzyciem BERTopic

!

Pobieranie
powigzanych
artykutéw

!

Budowa grafu

. Tworzenie krawedzi
Oznaczenie artykutu Artykuty pobrane na podstawie
analizowanego jako F———» zostajg oznaczone —> 2 . .

, . podobienstwa
gldwnego wezta jako pozostate wezty
semantycznego
Wyznaczenie
ilosciowego

wskaznika stopnia
zgodnosci tekstu z
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Rysunek 3.6: Schemat dziatania modutu wiedzy zewnetrznej

Graf wiedzy zewnetrznej umozliwia powigzanie analizowanego tekstu z in-
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3.25

formacjami pochodzacymi z zewn¢trznych Zrédet np. wiadomosci pobrane z ka-
natu RSS Google News. Metoda ta dla zdan w artykule (przy pomocy modelu
BERTopic [92] wspierany przez wielojezyczny model jezykowy [91]) wykrywa
automatycznie tematy, a nastepnie wybierany jest temat wystepujacy najczesciej.

W kolejnym kroku dokonywane jest wyszukiwanie i pobieranie artykutéw po-
wigzanych tematycznie. Po pobraniu artykutéw analizowany artykut zostaje ozna-
czony jako gtéwny wezet grafu, natomiast znalezione artykuly stanowig pozostate
wezly w grafie. Krawedzie w grafie stanowig stopien podobieristwa semantycznego
(obliczony na podstawie poréwnania wektoréw osadzen Sentence-BERT miarg po-
dobieristwa cosinusowego). Na wyjsciu zaproponowanego modulu otrzymujemy
iloSciowy wskazZnik stopnia zgodnoSci tekstu z wiedza zewnetrzna.

W celu uniknigcia ryzyka wycieku danych (ang. data leakage) zadbano o
petna separacje danych miedzy etapem uczenia a testowania. Modut wiedzy ze-
wnetrznej korzysta wylacznie z informacji pozyskiwanych po momencie podziatu
zbioru danych, a graf wiedzy budowany jest niezaleznie dla kazdego artykulu z
wykorzystaniem wylacznie zewnetrznych Zrddet (np. wiadomosci z kanatu RSS).
Oznaczato, ze w procesie ewaluacji nie wystepujg zadne potaczenia ani zalezno$ci
pomiedzy dokumentami ze zbioréw treningowych i testowych.

Integracja i taczenie danych z wielu grafow

Proces integracji wynikéw analiz przeprowadzonych na podstawie opisanych
wczedniej grafow stanowi wazny etap opracowanej autorskiej metody ekstrakcji
cech. Polega on na syntezie cech wydobytych z czterech niezaleznych struktur
grafowych, z ktérych kazda odpowiada za odrgbny poziom interpretacji warstwy
tekstowej. Proces ten realizowany jest przez operacje konkatenacji wektoréw czast-
kowych, co pozwala na zachowanie petnej informacji strukturalnej pochodzacej z
kazdego z graféw, bez ryzyka utraty istotnych sktadowych.

Formalnie proces tworzenia hybrydowego wektora cech Vg mozna zapisaé
jako:

Ve = Vsem © Vlog @ Veaus ® Verx (3.10)

gdzie:

* Viem - Wektor cech reprezentujacy aspekty semantyczne (z grafu spdjnosci),
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* Viog - wektor cech reprezentujacy strukturg logiczng (z grafu wynikania
logicznego),

* Veaus - wektor cech reprezentujacy relacje przyczynowo-skutkowe (z grafu
przyczynowo-skutkowego),

* V.:x - wektor cech reprezentujacy powiazanie z wiedzg zewnetrzna (z grafu
wiedzy zewnetrznej).

Wynikowy wektor (V) stanowi wielowymiarowa, heterogeniczng reprezen-
tacje analizowanego tekstu. Takie podejscie pozwala na uchwycenie w procesie
detekcji réznorodnych zalezno$ci wewnatrz tekstu, zapewniajac modelowi kom-
plementarny zestaw danych wejSciowych.
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Metodyka badan i procedura
eksperymentalna

W niniejszym rozdziale przedstawiono szczegétowa metodyke przeprowa-
dzonych badan oraz procedure¢ eksperymentalna.

Procedura eksperymentalna

W ramach rozprawy doktorskiej przeprowadzono badania zaproponowanych
metod LFM, GEM oraz metody referencyjnej, pelnigcej role standardu poréw-
nawczego dla oceny skutecznoS$ci zaproponowanych metod. Schemat przeprowa-

dzonych badari przedstawiono na rysunku 4.1.

Zhiory danych

Angielskie zbiory
binarne (WELFake
oraz ISOT)

Polskie zbiory
binarne (OpenFact
oraz Infotester)

Polski zbidr
wieloetykietowy

.

v

e

Przetwarzanie
danych

Oczyszczanie danych

Usuwanie stéw
przystankowych
(tylko dla TF-IDF)

Label encoding (0/1)

|

Walidacja
krzyzowa

Podziat danych

Ekstrkcja cech
autorskimi metodami

Trenowanie modeli

Walidacja modeli

Rysunek 4.1: Schemat procedury przeprowadzonych eksperymentow
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4.2

W pierwszym kroku ze zbioréw danych opisanych w podrozdziale 4.2 zostaty
pobrane dane tekstowe oraz etykiety. Dane te (w drugim kroku) przeszly proces
wstepnego przetwarzania, ktory szczegdtowo zostat opisany w podrozdziale 4.3.

W kolejnym etapie przetwarzania zbiér danych zostat podzielony na zbiory
treningowe i testowe z wykorzystaniem procedury walidacji krzyzowej (ang. cross-
validation), umozliwiajacej obiektywnga ocen¢ zdolno$ci generalizacyjnych mo-
delu poprzez wielokrotne uczenie i testowanie na réznych podzbiorach danych.

Nastepnym etapem przeprowadzonych badan byta ekstrakcja cech tekstu, re-
alizowana zaréwno metodg referencyjnag, jak i z wykorzystaniem zaproponowa-
nych metod LFM oraz GEM. W ramach niniejszej rozprawy, w celu odniesienia
uzyskanych wynikéw metod hybrydowych (szczegélowo opisanych w rozdziale
3) do wynikéw metody referencyjnej, wybrano podejScie bazujace na modelu
DistilBERT. Metoda ta, opisana w podrozdziale 3.1.1.1, petnifa rolg ekstraktora
cech, natomiast proces klasyfikacji realizowano z uzyciem algorytméw takich
jak drzewo decyzyjne, maszyna wektoréw no$nych (ang. support vector machine,
svm), perceptron wielowarstwowy (ang. multi-layer perceptron, mlp) i ekstremalne
wzmacnianie gradientowe (ang. extreme gradient boosting, xgboost). Uzyskane
w ten sposéb reprezentacje wektorowe tekstow zostaly nastepnie przekazane do
wspomnianych klasyfikator6w w celu dalszej analizy.

Koricowym etapem prac badawczych byla ewaluacja uzyskanych modeli przy
uzyciu miar jakoSci opisanych w rozdziale 4.4. Dla kazdego ze zbioréw danych
przeprowadzono tacznie dwanascie eksperymentéw, z wyjatkiem zbioru pocho-
dzacego z projektu SWAROG, w przypadku ktérego liczba eksperymentéw byta
wicksza ze wzgledu na jego specyficzna strukture.

Sposréd zaproponowanych autorskich metod ekstrakceji cech najbardziej sku-
teczna okazata si¢ metoda GEM (Graph Embedding Method). Uzyskata ona wyniki
o okoto 14% wyzsze niz metoda referencyjna. Wyniki wszystkich przeprowadzo-
nych eksperymentéw zostaly szczegétowo zaprezentowane w rozdziale 5.

Zbiory danych

W ramach rozprawy doktorskiej wykorzystano pie¢ zbioréw danych do klasy-
fikacji dezinformacji, z czego dwa zbiory obejmowaly dane w jezyku angielskim, a
trzy w jezyku polskim. Dodatkowo, ze wzgledu na uczestnictwo autora w projekcie
SWAROG (System Wykrywania Dezinformacji Metodami Sztucznej Inteligencji
w ramach programu Infostrateg) wykorzystano zbiér opracowany w ramach tego
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4.21

4.2

projektu.

Zbiory anglojezyczne
Word Embedding over Linguistic Features for Fake News Detection (WELFake)

Pierwszy zbiér danych wykorzystany w ramach rozprawy doktorskiej - Word
Embedding over Linguistic Features for Fake News Detection (WELFake) [93]
stanowi korpus tekstowy w jezyku angielskim. Obejmuje 72 134 artykutly sklasy-
fikowane binarnie i zostal opracowany poprzez integracje¢ informacji pochodzacych
z r6znych Zrédel.

W zbiorze tym kazdy z artykuléw zostat opatrzony odpowiednig etykietg (ang.
label) jednoznacznie wskazujacg jego charakter. Warto$¢ 1 przypisano artykutom
prawdziwym (ang. real news), natomiast 0 przypisano artykutom zawierajagcym
tre$ci dezinformacyjne, mijajace si¢ z prawda (ang. fake news).

wiadomosci prawdziwe [l wiadomosci fatszywe

48.56%
51.44% ——

Rysunek 4.2: Rozktad licznosci etykiet w zbiorze danych WELFake

Rozktad klas w zbiorze danych zostal przedstawiony na wykresie 4.2. Jak
mozna zauwazy¢, 35 028 artykutéw zostato oznaczonych jako artykuly zawierajace
prawdziwe informacje oraz 37 106 jako artykuty zawierajace fatszywe informacje.
Jak mozna zauwazy¢, zbidr ten posiada wzglednie zrownowazony rozktad klas, a
jego szczegbdtowa struktura zbioru danych zostala zaprezentowana w tabeli 4.1.
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Tabela 4a: Struktura i format zbioru danych WELFake

id

Pole zawierajace indywidualny identyfikator artykutu. Numeracja za-
czyna si¢ od 0.

title

Jest to kolumna zawierajaca tytut artykutu. Srednia dlugos¢ tekstu w tej
kolumnie wynosi 76 znakéw, a Srednia ilo$¢ stéw wynosi 12. Dodat-
kowo ta kolumna zawiera 558 pustych wierszy.

text

Jest to kolumna zawierajaca treS¢ artykutu. Srednia dtugo$¢ tekstu w
tej kolumnie wynosi 3 268 znakéw, a Srednia ilo$¢ stéw wynosi 540.
Dodatkowo ta kolumna zawiera 39 pustych wierszy.

label

Jest to kolumna zawierajaca etykiete binarng artykutu - 0 dla wartoSci
fatszywych i 1 dla prawdziwych. kolumna ta nie zawiera pustych wier-
szy.

4.22.2 1SOT Fake News detection dataset

Kolejny wykorzystany w rozprawie doktorskiej zbiér danych - ISOT Fake
News detection dataset [94] stanowi binarny korpus tekstow w jezyku angiel-
skim. Zbidr ten zawiera facznie 44 919 artykuléw, a jego szczegdtowy rozktad
przedstawiono na wykresie 4.3.

wiadomosci prawdziwe @l wiadomosci fatszywe

47.68%
52.32%

Rysunek 4.3: Rozktad licznosci etykiet w zbiorze danych I1SOT
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4.2.2

4.2.21

Tabela 4.2: Struktura i format zbioru danych 1SOT

title | Jest to kolumna zawierajaca tytut artykutu. Srednia dtugo$é tekstu w
tej kolumnie wynosi 80 znakéw, a Srednia ilo$¢ stéw wynosi 12.
text Jest to kolumna zawierajaca tres¢ artykutu. Srednia dtugos¢ tekstu w
tej kolumnie wynosi 2 469 znakéw, a Srednia ilo$¢ stéw wynosi 405.
subject | Jest to kolumna zawierajaca tematyke artykutu. Artykuty zostaty po-
dzielone na 8 kategorii - politics news, world news, news, politics,
left-news, government news, us news, middle-east.

date | Jest to kolumna zawierajgca dane o czasie publikacji artykutu. Dane
prawdziwe byly zbierane w przedziale od 13 stycznia 2016 do 31
grudnia 2017, a dane fatszywe od 31 marca 2015 do 19 lutego 2018.

Jak mozna zauwazy¢ zbiér ten podobnie jak wcze$niejszy opisany w roz-
dziale 4.2.1.1 posiada wzglednie zréwnowazony rozklad klas, gdzie 21 417 arty-
kuléw zostato oznaczonych jako prawdziwe informacje oraz 23 502 jako artykuty
zawierajace falszywe informacje. Szczegétowa struktura zbioru danych zostata
zaprezentowana w tabeli 4.2. W zaprezentowanej strukturze nie wystepuje pole
etykiety (ang. label), gdyz tresci fatszywe i prawdziwe znajdowaty si¢ w dwdch
oddzielnych plikach. Natomiast autor pracy zdecydowal si¢ na dodanie takiego
pola, w celu utworzenia spdjnego zbioru danych do dalszych analiz.

Polskie zbiory binarne
OpenFact

Zbiér OpenFact [95] jest binarnym polskim zbiorem danych tekstowych utwo-
rzonym przez Uniwersytet Ekonomiczny w Poznaniu w ramach programu Infostra-
teg Narodowego Centrum Badan i Rozwoju. Zbidr ten zawiera 38 068 artykutéw (a
po usuni¢ciu duplikatéw 36 770) i posiada dwie kolumny url oraz label. Pierwsza
z nich wskazuje na adresy stron internetowych, skad pobrane byly informacje, z
kolei druga kolumna zawiera etykiety tak, lub nie, w zaleznoSci od tego, czy ar-
tykut jest prawdziwy, czy tez stanowi dezinformacj¢. Warto réwniez wspomniec,
ze zbidr ten jest najbardziej niezbalansowanym zbiorem wykorzystywanym w ni-
niejszej rozprawie. Liczy on 32 405 artykutéw oznaczonych jako ,,Nie” i tylko 3
472 artykuly z etykietg ,,Tak".
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4.2.2.2

4.2.3

Infotester

Zbiér danych Infotester [96] stanowi polskojezyczny korpus opracowany w
ramach programu INFOSTRATEG, realizowanego przy wsparciu Narodowego
Centrum Badan i Rozwoju. Celem projektu bylo stworzenie narzedzi wspierajg-
cych wykrywanie dezinformacji oraz ocen¢ wiarygodnosci tresci publikowanych
w internecie.

wiadomosci prawdziwe [l wiadomosci falszywe

29.56% —._

70.44%

Rysunek 4.4: Rozktad licznosci etykiet w zbiorze danych Infotester

Zbidr obejmuje 15 608 artykutéw tekstowych, ktére zostaly poddane recznej
ocenie przez wykwalifikowanych annotatoré6w. Dane maja charakter binarny, co
oznacza, ze kazdemu artykutowi przypisano etykiete wskazujaca na jego prawdzi-
wos$¢ lub falszywos¢. Warto jednak zaznaczy¢, ze w zbiorze wystepuja 4 etykiety,
ale dwie z nich oznaczone jako trudno stwierdzi¢ (ang. hard to say) - 105 prébek
i mylna informacja (ang.misinformation) - 38 prébek zostaly usunigte ze zbioru.
Struktura udostepnionych danych jest szczegétowa i zawiera m.in. nastepujace
pola: unikalny identyfikator rekordu, identyfikator artykutu, kategoria tematyczna,
adres URL Zrédtowej publikacji, oceny dwdch niezaleznych recenzentéw wraz z
czasem ich dokonania, link umozliwiajacy pobranie tresci artykulu, a takze ocen¢
koficowa wraz z czasem jej nadania.

Polski zbior wieloetykietowy

Zbiér SWAROG [97] jest wieloetykietowym polskim zbiorem danych teksto-
wych. W odréznieniu od poprzednich zbioréw danych nie zawiera jednoznacznej
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etykiety, a odpowiedzi na 13 pytan. Pytania byly podzielone na 3 grupy: weryfika-
cyjne, manipulacyjne i metafizyczne.

Pierwsza grupa pytan dotyczyla czynnikéw weryfikacyjnych, obejmowata
pytania, ktére wymagaly dodatkowej aktywnosci ze strony annotatora w formie
weryfikacji treci przedstawionych w artykule w innych Zrédtach. Pytania z tej

grupy:
* Czy istnieje co najmniej jedno wiarygodne Zrddto, ktére potwierdza wszyst-
kie informacje zawarte w tresci? (Q1)

* Czy wiekszo$¢ podanych informacji jest potwierdzona przez wiarygodne
Zrédta? (Q2)

* Czy zadna z informacji nie jest potwierdzona przez wiarygodne Zrédia?

(Q3)
* Czy stwierdzenie odnosi si¢ do aktualnych danych? (Q4)

Druga grupa pytan dotyczyla czynnikéw manipulacyjnych, miata na celu
zbadanie, czy autor opublikowanej tresci celowo narzucit czytelnikowi okreslony
punkt widzenia lub wprowadzit odbiorce w biad. Pytania z tej grupy:

* Czy do wlasciwego zrozumienia tre§ci wymagane sa dodatkowe informacje?

(Q5)
* Czy tres$¢ zawiera niescistosci? (Q6)
* Czy stwierdzenie zawiera fragmenty wyrwane z kontekstu? (Q7)
» Czy autor stwierdzenia stosuje wybidrcze przedstawianie faktéw? (Q8)

* Czy autor stwierdzenia prébuje wprowadzi¢ czytelnika w btad? (Q9)

Ostatnig grupe pytart stanowia czynniki metafizyczne. Celem ich stosowa-
nia jest wykrycie czy w badanym tekScie oddzialywano na emocje czytelnika,
uwzgledniajac jego poglady. Pytania z tej grupy:

* Czy tre$¢ ma charakter satyryczny? (Q10)

» Czy autor przyznaje, ze przedstawione fakty sa zmySlone? (Q11)
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4.3

» Czy stwierdzenie zawiera obietnice polityczne? (Q12)

* Czy stwierdzenie zawiera tresci religijne? (Q13)

B Nie Tk

0 10 20 30 40 50 60 70 80 90 100
Procent odpowiedzi (%)

Rysunek 4.5: Rozktad etykiet w zbiorze danych SWAROG

Na wykresie 4.5 przedstawiony zostat rozktad klas dla poszczegdlnych pytan
opisanych powyzej. Jak mozna zauwazy¢, zbidr ten charakteryzuje si¢ znaczng
nierownowagg klas. W kategorii pytan dotyczacych czynnikéw weryfikacyjnych
wickszos$¢ odpowiedzi zostala oznaczona jako negatywna, a w pozostatych dwéch
grupach klase wigkszoSciowa stanowiag odpowiedzi twierdzace.

Wstepne przetwarzanie danych

Proces oczyszczania danych stanowil przygotowanie wstepne dla wszystkich
metod ekstrakcji cech opisanych w rozprawie. Etap ten byl podzielony na dwie
czesci. Pierwsza z nich odpowiadata za eliminacje pustych rekordéw. Dodatkowo
w drugim wariancie tego etapu zdecydowano si¢ usung¢ znaczniki HTML, a w
przypadku stosowania metody statystycznej TF-IDF dodatkowo znaki specjalne,
nawiasy oraz liczby tak, aby pozostaly jedynie stowa, oraz interpunkcja w postaci
przecinkéw i kropek. Dziatania te mialy na celu przygotowanie tekstu do dalsze;j
analizy.
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4.4

Kolejny krok polegal na usunigciu stéw przystankowych (ang. stop words),
gdyz ich wystepowanie nie wptywa na zrozumienie tekstu, a jednocze$nie ogra-
nicza koncentracje na stowach majacych wigksze znaczenie i bedacych bardziej
istotnymi dla zrozumienia sensu artykutu. Co istotne na tym etapie dokonano réw-
niez zamiany wartoSci true i false na wartosci 0 i 1, wykorzystujac label encoding.

Ocena skutecznosci klasyfikacji

Ocena skutecznos$ci klasyfikacji jest jednym z istotnych zagadnienn w kon-
tekScie okreslenia dziatania modelu. Macierz pomylek (ang. confusion matrix)
jest jednym z podstawowych narzgdzi do oceny jakosci klasyfikatoréw. Macierz
ta umozliwia szczeg6étowa analize wynikéw modelu, poprzez zestawienie przewi-
dywanych etykiet z rzeczywistymi etykietami przypisanymi do danych testowych.
Dla problemu klasyfikacji binarnej ma ona posta¢ macierzy o wymiarze 2x2, gdzie
wyrdzniamy cztery kategorie:

* True Positive (T'P) jest to liczba przypadkéw poprawnie zaklasyfikowanych
pozytywnie;

* True Negative (T'N) jest to liczba przypadkéw poprawnie zaklasyfikowanych
jako negatywne;

* False Positive (FP) jest to liczba przypadkéw blednie zaklasyfikowanych
jako pozytywne;

» False Negative (F'N) jest to liczba przypadkéw btednie zaklasyfikowanych
jako negatywne.
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Na podstawie warto$ci z macierzy pomylek wyznacza si¢ rézne miary sku-
tecznoSci klasyfikatora takie jak doktadno$é, precyzja, czuto$¢ czy miara F;. Na
etapie walidacji krzyzowej w pracy wykorzystano kilka z nich.

TP

Precision = ———— 4.1
TP+ FP

Precyzja (ang. Precision) mierzy, jaki odsetek przypadkéw zaklasyfikowa-
nych jako pozytywne jest rzeczywiScie pozytywny. Innymi stowy, z wszystkich
przypadkéw, ktére model uznat za pozytywne, precyzja wskazuje, ile z nich fak-
tycznie byto poprawnie zaklasyfikowanych. Jest to wazna miara, gdy chcemy zmi-
nimalizowa¢ blad pierwszego rodzaju.

TP
Recall = ———— “4.2)
TP+ FN

Czulos¢ (ang. Recall) mierzy, jaki odsetek rzeczywiscie pozytywnych przy-
padkéw zostat poprawnie zaklasyfikowany przez model. Okresla, jak dobrze model
wychwytuje prawdziwe pozytywne przypadki. Jest to istotna metryka, gdy zalezy
nam na tym, by nie przeoczy¢ zadnych pozytywnych przypadkéw, czyli zminima-
lizowac btad drugiego rodzaju.

Fi=2x Preci.si.on X Recall 4.3)
Precision + Recall

Metryka F; mierzy harmoniczng §rednig migdzy precyzja a czutoscia, taczac
obie te miary w jedng warto$¢. Okresla, jak dobrze model balansuje miedzy wykry-
waniem prawdziwych pozytywnych przypadkéw (czulos¢) a minimalizowaniem
liczby btednych alarméw (precyzja). Jest to istotna metryka, gdy chcemy uzyskac
réwnowage mi¢dzy tym, jak dobrze model wykrywa pozytywne przypadki, a tym,
jak rzadko popelnia btedy w postaci fatszywych alarméw.

TP+TN
A = 4.4
CeUracy = TP X TN+ FP+FN @4

Doktadno$¢ (ang. Accuracy) to odsetek wszystkich poprawnie zaklasyfikowa-
nych przypadkéw (zaréwno pozytywnych, jak i negatywnych) wzgledem wszyst-
kich przypadkéw w zbiorze danych.
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Zbalansowana doktadno$¢ (ang. Balanced Accuracy) jest definiowana jako
Srednia arytmetyczna czutoSci oraz specyficznosci (ang. specificity). Miara ta znaj-
duje zastosowanie w analizie zbioréw o niezbalansowanym rozkladzie klas, gdyz
w przeciwienistwie do standardowej doktadnosci (Accuracy), niweluje wptyw do-
minacji klasy liczniejszej na wynik koficowy.
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5. Wyniki przeprowadzonych badan

W niniejszym rozdziale przedstawiono wyniki badan dotyczacych oceny za-
proponowanych przez autora hybrydowych metod ekstrakcji cech. Eksperymenty
skupiaja si¢ na trzech komplementarnych obszarach:

* poréwnanie proponowanych metod wzgledem metod referencyjnych (sekcja
5.1,5.2,5.3);

* poréwnanie proponowanych rozwigzan wzgledem innych metod opisanych
w literaturze (sekcja 5.4);

* ocena wplywu komponentéw proponowanych metod na otrzymywane wy-
niki (sekcja 5.5).

Przy poréwnaniu wzgledem metod referencyjnych (obszar pierwszy) zasto-
sowano cztery wybrane modele klasyfikacyjne uczenia maszynowego (XGBo-
ost, SVM, MLP oraz drzewa decyzyjne). Wyniki uzyskane przez modele zostaly
ocenione przy uzyciu réznych metryk, takich jak doktadno$¢ (ang. accuracy),
zbalansowana doktadno$¢ (ang. balanced accuracy), miara Fi-score, precyzja
(ang. precision) oraz czulo$¢ (ang. recall). Ponadto dla zapewnienia przejrzysto-
Sci prezentacji, eksperymenty podzielono na trzy grupy odpowiadajace réznym
typom zbioréw danych oraz zadaniom klasyfikacyjnym. W kazdej grupie doko-
nano poréwnania trzech podej$¢: metody bazowej oraz dwdch autorskich metod
hybrydowych. Eksperymenty zostaly zorganizowane w nastgpujacy sposob:

* Zbiory angielskie binarne — proces detekcji binarnej przeprowadzony na
danych w jezyku angielskim, stanowiacy punkt odniesienia dla dalszych
analiz.

* Zbiory polskie binarne — analogiczne eksperymenty wykonane na danych
w jezyku polskim, pozwalajace oceni¢ skuteczno$¢ metod w zadaniach
dwuklasowych w warunkach jezyka o mniejszych zasobach niz w przypadku
jezyka angielskiego.

* Zbiér polski wieloetykietowy — scenariusz bardziej zlozony, w ktérym dane
opatrzone s3 wieloma etykietami. W celu zachowania sp6jnosci analizy, dla
kazdej etykiety zdefiniowano osobny problem detekcji binarne;j.
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Przy poréwnaniu proponowanych rozwigzan z metodami opisanymi w lite-
raturze (obszar drugi), skupiono si¢ na ocenie ich konkurencyjnos$ci wzgledem
podej$¢ opartych na duzych modelach jezykowych (np. GPT-4).

W obszarze trzecim przeprowadzono analize ablacyjna (ang. ablation study),
majaca na celu ocen¢ wptywu poszczeg6lnych komponentéw modelu na koricowa
skuteczno$¢ detekcji dezinformacji.

Binarne zbiory anglojezyczne

W ponizszym podrozdziale zostaly przedstawione i szerzej oméwione wyniki
uzyskane w trakcie przeprowadzonych badar dla zaproponowanych rozwigzaf.

Word Embedding over Linguistic Features for Fake News Detection (WE-
LFake)

Jednym ze zbioréw wykorzystanych w niniejszej rozprawie jest zbiér WE-
LFake. Zbi6r ten, jak wspomniano we wczeSniejszej czesci pracy, jest wyraznie
zbalansowany. Rezultaty uzyskane dla metody referencyjnej zostaty przedstawione
w Tabeli 5.1. Jedna z metryk jest doktadnos$¢ (ang. accuracy). Miara ta przedstawia
stosunek poprawnie sklasyfikowanych przyktadéw do ogélnej liczby przyktadow.
W tej metryce najwyzsze rezultaty otrzymal model MLP z wynikiem 85.25%.
Dla metody referencyjnej znaczaco od wynikdéw odbiega metoda wykorzystujaca
drzewa decyzyjne, ktéra z wynikiem tylko 72.04% wykazuje najgorsza efektyw-
no$¢ sposréd zaproponowanych klasyfikatorow.

Tabela 5.1: Tabela z wynikami eksperymentow metody referencyjnej na zbiorze
WELFake

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.8139 0.8086 0.7204 0.8525
Balanced Accuracy 0.8072 0.8160 0.7133 0.8517
F1 (0) 0.8158 0.8235 0.7148 0.8532
Fi (1) 0.8371 0.8149 0.7195 0.8589
Precision (0) 0.8375 0.8205 0.7453 0.8608
Precision (1) 0.8210 0.8325 0.7020 0.8353
Recall (0) 0.8104 0.8140 0.6965 0.8282
Recall (1) 0.8333 0.8240 0.7557 0.8497
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Kolejng miarg przedstawiong w Tabeli 5.1 jest zbalansowana doktadno$¢ (ang.
balanced accuracy), ktora jest szczegdlnie istotng miarg w przypadku nieréwno-
miernie roztozonych klas (co w przypadku tego zbioru danych nie byto kluczowe
ze wzgledu na dobre zbalansowanie zbioru). W metryce tej podobnie jak w do-
ktadnosci najlepsze rezultaty otrzymal model MLP, a najgorsze wyniki uzyskano
dla modelu wykorzystujacego drzewa decyzyjne.

Miara F; umozliwia ocen¢ modelu dla poszczegélnych klas. Dla klasy 0
(oznaczonej jako wiadomosci falszywe) model MLP uzyskat wynik 85.32%, a
dla klasy 1 (oznaczonej jako wiadomoSci prawdziwe) osiagnal 85.89%. Model
drzew decyzyjnych osiagnal gorsze wyniki, szczegdlnie dla klasy 1, gdzie miara
ta wyniosta jedynie 71.95%.

Tabela 5.2: Tabela z wynikami eksperymentow metody LFM na zbiorze WELFake

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.9137 0.9381 0.8254 0.9304
Balanced Accuracy 0.9379 0.9247 0.9302 0.9302
F1 (0) 0.9101 0.9359 0.8165 0.9280
Fi1 (1) 0.9170 0.9401 0.8335 0.9326
Precision (0) 0.9210 0.9414 0.8343 0.9333
Precision (1) 0.9071 0.9351 0.8177 0.9279
Recall (0) 0.8995 0.9305 0.7994 0.9228
Recall (1) 0.9271 0.9453 0.8499 0.9375

Analizujac wyniki uzyskane przez pierwsza z zaproponowanych metod hy-
brydowych (LFM) przedstawione w Tabeli 5.2 mozna zauwazy¢, ze dla miary
doktadnoSci najwyzsze rezultaty otrzymal model SVM z wynikiem 93.81%. Dla
metody tej znaczaco odbiega metoda bazujaca na drzewach decyzyjnych, ktéra
z wynikiem 82.54% wykazuje najgorszg efektywnos¢ sposréd zaproponowanych
klasyfikatoréw. Kolejng miarg przedstawiong w Tabeli 5.2 jest zbalansowana do-
ktadnosé. W metryce tej podobnie jak w doktadnosci, najwyzsze rezultaty otrzymat
model SVM, a najnizsze model wykorzystujacy drzewa decyzyjne.

Miara F; pozwala uzyska¢ oceng¢ modelu dla poszczegdlnych klas. Dla klasy
0 (oznaczonej jako wiadomosci fatszywe) model SVM uzyskat wynik 93.59%,
a dla klasy 1 (oznaczonej jako wiadomos$ci prawdziwe) osiggnat 94.01%, Model
drzew decyzyjnych osiagnat gorsze wyniki, szczegdlnie dla klasy O, gdzie miara

ta wyniosta jedynie 81.65%.

Analizujac wyniki uzyskane przez drugg z zaproponowanych metod hybry-
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Tabela 5.3: Tabela z wynikami eksperymentow dla metody GEM na zbiorze WE-
LFake

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.9189 0.9387 0.7869 0.9454
Balanced Accuracy 0.9187 0.9386 0.7861 0.9453
F1 (0) 0.9162 0.9368 0.7749 0.9436
F1 (1) 0.9215 0.9404 0.7978 0.9472
Precision (0) 0.9208 0.9375 0.7962 0.9486
Precision (1) 0.9173 0.9399 0.7791 0.9426
Recall (0) 0.9116 0.9363 0.7547 0.9386
Recall (1) 0.9259 0.9410 0.8175 0.9519

dowych (GEM) przedstawione w Tabeli 5.3 mozna zauwazy¢, ze dla mary doktad-
nosci najwyzsze rezultaty otrzymat model MLP z wynikiem 94.54%. Dla metody
tej gorszymi wynikami charakteryzuje si¢ metoda wykorzystujgca drzewa decy-
zyjne, ktéra z wynikiem tylko 78.69% wykazuje najgorsza efektywnos¢ sposrod
zaproponowanych klasyfikator6w. Kolejna miarg przedstawiong w Tabeli 5.3 jest
zbalansowana doktadno$¢. W metryce tej podobnie jak w doktadnosci, najlepsze
rezultaty otrzymat model MLP, a najgorsze drzewa decyzyjne.

Miara F; pozwala uzyska¢ oceng¢ modelu dla poszczegdlnych klas. Dla klasy
0 (oznaczonej jako wiadomosci fatszywe) model MLP uzyskal wynik 94.36%,
a dla klasy 1 (oznaczonej jako wiadomosci prawdziwe) osiggnat 94.72%. Model
drzew decyzyjnych osiggnal znacznie gorsze wyniki, szczeg6lnie dla klasy 0, gdzie
miara ta wyniosta jedynie 77.49%.

Dodatkowo przeprowadzone zostaly testy istotnoSci statystycznej na podsta-
wie warto$ci zbalansowanej doktadnos$ci uzyskanej w 10-krotnej walidacji krzyzo-
wej i klasyfikatora XGBoost. Test Friedmana wykazat istotne statystycznie réznice
pomiedzy analizowanymi metodami (y2 = 18.73, p = 0.0001). W celu identyfikacji
par metod réznigcych si¢ istotnie zastosowano testy post-hoc Wilcoxona z korekcja
Holma-Bonferroniego. Analiza wykazala istotne statystycznie réznice pomigdzy
wszystkimi parami metod (p < 0,05). Najwyzsza Srednig warto§¢ zbalansowanej
doktadnosci uzyskata metoda LFM (0.9379 + 0.0241), ktéra okazala si¢ istotnie
lepsza od metody GEM (0.9187 + 0.0076) oraz metody referencyjnej (0,8072 +
0.0369). Dodatkowo, na podstawie rang Friedmana, metoda LFM uzyskata naj-
nizsza (najlepsza) Srednig range réwna 1.18, metoda GEM range 1.82, natomiast
metoda referencyjna rangg 3.00.

52

52:67639848



54.2

Na podstawie uzyskanych wynikéw mozna stwierdzié, ze zastosowanie metod
hybrydowych w przypadku tego zbioru danych przyniosto rzeczywista oraz istotng
statystycznie poprawe wynikéw detekcji dezinformacji.

ISOT Fake News detection dataset

Kolejnym anglojezycznym zbiorem binarnym wykorzystanym w niniejszej
pracy jest zbiér ISOT (ISOT Fake News detection dataset). Zbiér ten, zgod-
nie z wczesniejszymi opisami, jest zbiorem zbalansowanym, podobnie jak zbidr
WELFake. Wyniki eksperymentéw uzyskane przez metode referencyjng zostaly
przedstawione w Tabeli 5.4.

Tabela 5.4: Tabela z wynikami eksperymentow dla metody referencyjnej na zbio-
rze 1ISOT

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.8455 0.8448 0.7826 0.8452
Balanced Accuracy 0.8501 0.8497 0.7803 0.8608
F1 (0) 0.8391 0.8347 0.7795 0.8455
F1 (1) 0.8491 0.8440 0.7670 0.8526
Precision (0) 0.8482 0.8441 0.7570 0.8556
Precision (1) 0.8257 0.8286 0.7819 0.8456
Recall (0) 0.8384 0.8351 0.8098 0.8566
Recall (1) 0.8449 0.8442 0.7332 0.8451

Jak mozna zauwazy¢ dla miary dokladnoSci najwyzsze rezultaty otrzymat
model XGBoost z wynikiem 84.55% oraz model MLP, ktérego doktadnosé wy-
nosifa 84.52%. Dla metody referencyjnej najgorsze wyniki uzyskano dla klasy-
fikatora drzew decyzyjnych, ktéry przy doktadnosci 78,26% wykazuje najnizsza
efektywnos$¢ sposrdd analizowanych metod. W metryce zbalansowanej doktad-
nosci podobnie, jak w metryce doktadnosci, najlepsze rezultaty otrzymal model
MLP, a najgorsze bazujacy na drzewach decyzyjnych.

Wyniki uzyskane przy uzyciu miary F; wskazuja nastepujace wartoSci dla
poszczeg6lnych klas. Dla klasy O model MLP uzyskat wynik 84.55%, a dla klasy 1
osiagnatl 85.26%, co wskazuje na jego skuteczno$¢ w klasyfikacji obu klas. Model
drzew decyzyjnych osiagnat gorsze wyniki, szczegdlnie dla klasy 1, gdzie miara
ta wyniosta 76.70%.

Analiza wynikéw metody LFM (Tabela 5.5) wskazuje, Ze najwyzsza doktad-
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Tabela 5.5: Tabela z wynikami eksperymentow dla metody LFM na zbiorze I1SOT

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.9505 0.9461 0.8736 0.9582
Balanced Accuracy 0.9505 0.9464 0.8725 0.9581
F1 (0) 0.9527 0.9481 0.8810 0.9601
F1 (1) 0.9482 0.9440 0.8651 0.9562
Precision (0) 0.9533 0.9562 0.8675 0.9593
Precision (1) 0.9475 0.9355 0.8808 0.9573
Recall (0) 0.9520 0.9400 0.8950 0.9610
Recall (1) 0.9489 0.9528 0.8501 0.9552

no$¢ (93.82%) uzyskat model MLP. Dla metody tej od wynikéw odbiega metoda
wykorzystujaca drzewa decyzyjne, ktéra z wynikiem 87.36% wykazuje najgorsza
efektywnos$¢ sposréd zaproponowanych klasyfikatoréw. Kolejng miarg przedsta-
wiong w Tabeli jest zbalansowana doktadno$¢. W metryce tej podobnie jak w do-
ktadnosci najlepszymi rezultatami charakteryzuje si¢ model MLP, a najgorszymi
drzewa decyzyjne.

Analiza wynikéw miary F; pokazuje, ze model MLP osiagnat 96.01% dla
klasy 0 oraz 95.62% dla klasy 1. Model drzew decyzyjnych uzyskat gorsze wyniki,
w szczegblnosci dla klasy 1, gdzie miara F; wyniosta 86.51%.

Tabela 5.6: Tabela z wynikami eksperymentow metody GEM na zbiorze ISOT

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.9418 0.9531 0.8175 0.9561
Balanced Accuracy 0.9417 0.9532 0.8161 0.9559
F1 (0) 0.9444 0.9550 0.8291 0.9582
F1 (1) 0.9390 0.9511 0.8042 0.9539
Precision (0) 0.9445 0.9588 0.8124 0.9557
Precision (1) 0.9389 0.9470 0.8236 0.9566
Recall (0) 0.9443 0.9513 0.8465 0.9606
Recall (1) 0.9391 0.9551 0.7857 0.9512

Analizujac wyniki uzyskane przez druga z zaproponowanych metod GEM
przedstawione w Tabeli 5.6 mozna zauwazy¢, ze dla mary dokladnosci najwyzsze
rezultaty otrzymal model MLP z wynikiem 95.61% oraz SVM 95.31%. W przy-
padku tej metody znaczaco od pozostalych wynikéw odbiega klasyfikator wyko-
rzystujacy drzewa decyzyjne, ktéry przy dokladnosci 81,75% charakteryzuje si¢
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5.2

5.21

najnizszg efektywnoscia sposréd zaproponowanych modeli. Kolejng miarg przed-
stawiong w Tabeli 5.6 jest zbalansowana doktadno§é. W metryce tej podobnie jak
w dokladnos$ci najlepsze rezultaty otrzymat model MLP oraz SVM, a najgorsze
wykorzystujacy drzewa decyzyjne.

Dla klasy 0 w mierze F; model MLP uzyskal wynik 95.82%, a dla klasy
1 (oznaczonej jako wiadomosci prawdziwe) osiggnal 95.39%, co wskazuje na
wysoka skuteczno$¢ w klasyfikacji obu klas. Model Drzew decyzyjnych osiagnat
znacznie gorsze wyniki, szczegdlnie dla klasy 1, gdzie miara ta wyniosta 80.42%.

Test Friedmana wykazal istotne statystycznie réznice pomie¢dzy analizowa-
nymi metodami (y? = 17.64, p = 0.0001). W celu identyfikacji par metod r6z-
nigcych si¢ istotnie zastosowano testy post-hoc Wilcoxona z korekcja Holma-
Bonferroniego. Analiza wykazata istotne statystycznie réznice pomiedzy wszyst-
kimi parami metod (p < 0.05). Najwyzsza §rednig warto$¢ zbalansowanej doktad-
noSci uzyskata metoda LFM (0.9505 + 0.0206), ktéra okazata si¢ istotnie lepsza od
metody GEM (0.9417 + 0.01) oraz metody referencyjnej (0.8501 + 0.0387). Do-
datkowo, na podstawie rang Friedmana, metoda LFM uzyskata najnizsza Srednig
range rowng 1.2727, metoda GEM range 1.7273, natomiast metoda referencyjna
range 3.00.

Na podstawie uzyskanych wynikéw mozna stwierdzié, ze zastosowanie metod
hybrydowych w przypadku tego zbioru danych przyniosto rzeczywista poprawe
wynikéw detekcji dezinformacji. Dodatkowo poréwnujac wyniki uzyskane na obu
zbiorach, mozna zauwazy¢, ze pofaczenie metod takich jak MLP oraz SVM z
hybrydowymi metodami ekstrakcji cech pozwala uzyska¢ wysoka skutecznos¢
poprawnej detekcji dezinformacji w tekscie.

Polskie binarne zbiory danych

W ponizszym podrozdziale zostaly szerzej omdwione wyniki uzyskane pod-
czas badan zaproponowanych metod ekstrakcji cech na polskich binarnych zbio-
rach danych.

Infotester

Pierwszym polskim zbiorem danych wykorzystanym w niniejszej rozprawie
jest zbidr Infotester. Zbidr ten jest zbiorem niezbalansowanym.
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W Tabeli 5.7 zostaly przedstawione wyniki uzyskane przez metode referen-
cyjna. Analiza wynikéw dla wszystkich modeli przedstawionych w Tabeli 5.7
obrazuje ich istotne réznice w skutecznosci, zwlaszcza w kontekscie klasyfikacji
danych o niezbalansowanym rozktadzie klas. Podstawowa miara ogdélnej popraw-
nosci klasyfikacji, ktdra jest doktadnos¢ (ang. Accuracy) dla przedstawionych kla-
syfikatoré6w wynosi odpowiednio 86.22%, 85.46%, 82.30% oraz 86.26%. Pomimo
relatywnie wysokich warto$ci, miara ta nie pozwala w petni oceni¢ skutecznosci
modeli.

Tabela 5.7: Tabela z wynikami eksperymentow dla metody referencyjnej na zbio-
rze Infotester

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.8622 0.8546 0.8230 0.8626
Balanced Accuracy 0.7672 0.6693 0.7379 0.7964
F1 (0) 0.8872 0.8771 0.8738 0.8865
F1 (1) 0.6741 0.5485 0.5715 0.6830
Precision (0) 0.8855 0.8645 0.8767 0.8895
Precision (1) 0.6948 0.7148 0.5585 0.6736
Recall (0) 0.8942 0.9029 0.8690 0.8850
Recall (1) 0.6501 0.4415 0.6052 0.6829

Analizujgc znacznie bardziej miarodajng metryke, ktéra jest zbalansowana
doktadno$¢ mozna zauwazyé, ze najwyzszy wynik uzyskal model MLP, a naj-
nizszy model SVM. Biorac pod uwage powyzsze zauwazalna jest tendencja do
faworyzowania klasy wickszo$ciowe]j przez model SVM. WskaZnikiem potwier-
dzajacym te hipoteze jest warto$¢ miary F1i, ktéra w przypadku klasy oznaczonej
jako 1 dla modelu SVM osiaga warto$¢ na poziomie 54.85% przy 87.71% dla
klasy oznaczonej jako 0. Ponadto warto$¢ tej metryki potwierdza wynik uzyskany
w zbalansowanej doktadnos$ci gdzie ponownie najlepsze rezultaty uzyskat model
MLP.

Wyniki przedstawione w Tabeli 5.8 wskazuja na najwyzsza skutecznos$¢ mo-
delu XGBoost, ktory osiagnal 86.24% doktadnosci oraz 84.69% zbalansowanej
doktadnosci. MLP réwniez uzyskat wysokie wyniki, zwlaszcza w klasyfikacji
klasy pozytywnej, gdzie osiagnal najlepszy wynik miary F7 (88.64%), precyzji
(89.17%) i czutosci (88.02%).

W kontek$cie miary F, zaréwno dla klasy 0, jak i 1, MLP i XGBoost wyrdz-
nialy si¢ wysoka skutecznoScia, zwlaszcza w rozpoznawaniu klasy pozytywne;j,
gdzie oba modele osiggnety wyniki powyzej 87%. Dla metody SVM uzyskano
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Tabela 5.8: Tabela z wynikami eksperymentow dla metody LFM na zbiorze Info-
tester

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.8624 0.8231 0.7639 0.8614
Balanced Accuracy 0.8469 0.7990 0.7298 0.8491
F1 (0) 0.8080 0.7433 0.6477 0.8101
F1 (1) 0.8788 0.8521 0.8100 0.8864
Precision (0) 0.8015 0.7352 0.6444 0.8017
Precision (1) 0.8862 0.8560 0.8170 0.8917
Recall (0) 0.8133 0.7517 0.6489 0.8168
Recall (1) 0.8807 0.8528 0.8116 0.8802

wyniki na poziomie 82% dla klasy 0 i 85% dla klasy 1.

W Tabeli 5.9 zostaly przedstawione wyniki z przeprowadzonego eksperymen-
téw dla metody GEM. Analizujac uzyskane wyniki, mozna zauwazy¢, ze druga
(GEM) z zaproponowanych metod osigga lepsze wyniki od metody LEM.

Tabela 5.9: Tabela z wynikami eksperymentow dla metody GEM na zbiorze Info-
tester

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.9509 0.9248 0.8202 0.9491
Balanced Accuracy 0.9360 0.9115 0.7805 0.9444
F; (0) 0.8986 0.8646 0.6855 0.9057
Fi (1) 0.9729 0.9506 0.8765 0.9681
Precision (0) 0.8978 0.8510 0.6877 0.8807
Precision (1) 0.9734 0.9574 0.8754 0.9807
Recall (0) 0.8995 0.8790 0.6834 0.9328
Recall (1) 0.9725 0.9440 0.8777 0.9560

Poréwnujac wartosci miary doktadnos$ci, mozna zauwazy¢, ze modele XGBo-
ost, SVM oraz MLP osiagnety bardzo wysokie wyniki przekraczajace 92%. Wska-
zuje to na ich skuteczno$¢é w klasyfikacji dezinformacji. Zbalansowana doktadnos¢,
bedaca Srednig z czutosci dla kazdej klasy, dostarcza dodatkowych informacji przy
analizie niezbalansowanych zbioréw danych. Réwniez w tym przypadku wymie-
nione trzy modele wykazaly wysokie wartosci (powyzej 91%), natomiast model
drzew decyzyjnych osiggnat znacznie nizszy wynik (78.05%).

57

57:10958981



5.2.2

Przeprowadzony test Friedmana potwierdzit istnienie statystycznie istotnych
réznic migdzy analizowanymi rozwigzaniami (y? = 22.00, p = 0.00002). Szcze-
gbtowa analiza post-hoc z wykorzystaniem testu Wilcoxona (z korekcjag Holma-
Bonferroniego) wykazata, ze réznice te wystepuja dla wszystkich par metod
(p < 0.05). Najwyzsza Srednig zbalansowang dokladno$¢ odnotowano dla me-
tody GEM (0.9360 + 0.0124), ktéra uzyskata réwniez najnizszg Srednig range
Friedmana (1.00), wyprzedzajac metode LFM (2.00) oraz metode referencyjna
(3.00)

OpenFact

Kolejnym zbiorem danych wykorzystanym w niniejszej rozprawie jest zbior
OpenFact. Zbidr ten, jak opisano we wcze$niejszej czesSci pracy, jest zbiorem
niezbalansowanym.

Tabela 5.10: Tabela z wynikami eksperymentow dla metody referencyjnej na zbio-
rze OpenFact

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.8544 0.8498 0.8180 0.8562
Balanced Accuracy 0.7965 0.7659 0.7359 0.8174
F1 (0) 0.8656 0.8632 0.8449 0.8666
Fi (1) 0.7637 0.7361 0.6164 0.7761
Precision (0) 0.8595 0.8515 0.8471 0.8653
Precision (1) 0.8112 0.8340 0.6043 0.7864
Recall (0) 0.8719 0.8751 0.8427 0.8679
Recall (1) 0.7211 0.6567 0.6290 0.7669

Analizujac wyniki detekcji dezinformacji uzyskane przez metode referen-
cyjna (Tabela5.10) mozna zauwazy¢ wyrazne zréznicowanie skutecznosci, zwlasz-
cza w kontekscie rozpoznawania klasy mniejszosciowej. Najwyzsze warto$ci me-
tryk ogdélnych osiagnat model MLP, uzyskujac doktadnos$¢ na poziomie 85.62%
oraz zbalansowana doktadno$¢ na poziomie 81.74%, co wskazuje na jego naj-
wicksza efektywnos$¢ zaréwno pod wzgledem ogdlnej trafnosci klasyfikacji, jak
i zrbwnowazonego rozpoznawania obu klas. Model XGBoost réwniez osiggnat
wysokie wyniki zwlaszcza w zakresie doktadnoSci (85.44%) oraz F; dla klasy O
(86.56%), zachowujac jednoczesnie relatywnie dobre zréwnowazenie klasyfika-
cji. Nalezy jednak zauwazy¢, ze model ten uzyskal nizsze wyniki dla klasyfikacji
klasy mniejszo$ciowej. Najstabsze wyniki podobnie jak we wczesniejszych eks-
perymentach uzyskal model wykorzystujacy algorytm drzew decyzyjnych.
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Tabela 5.11: Tabela z wynikami eksperymentow dla metody LFM na zbiorze Open-
Fact

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.8744 0.8698 0.8380 0.8762
Balanced Accuracy 0.8165 0.7859 0.7559 0.8374
F1 (0) 0.8856 0.8832 0.8649 0.8866
F1 (1) 0.7837 0.7561 0.6364 0.7961
Precision (0) 0.8795 0.8715 0.8671 0.8853
Precision (1) 0.8312 0.8540 0.6243 0.8064
Recall (0) 0.8919 0.8951 0.8627 0.8879
Recall (1) 0.7411 0.6767 0.6490 0.7869

W Tabeli 5.11 zostaty przedstawione wyniki eksperymentéw przeprowadzone
dla zaproponowanej metody hybrydowej LFM. Jak mozna zauwazy¢ najwyzsze
rezultaty uzyskuje model MLP. Jego doktadno$¢ wynosi 87.62%, a zbalansowana
doktadnos$¢ 83.74%, co potwierdza jego efektywnos$¢ wzgledem ogdlnej skutecz-
nosci klasyfikacji oraz rozpoznawania obu klas. Najnizsze wyniki uzyskat model
drzew decyzyjnych, osiagajac doktadno$¢ na poziomie 83.8%. Szczegdlnie niska
byta skuteczno$¢ w klasyfikacji klasy mniejszoSciowej, gdzie miara F; wyniosta
63.64%.

Tabela 512: Tabela z wynikami eksperymentow dla metody GEM na zbiorze Open-
Fact

Metryka XGBOOST SVM DECISION TREE MLP
Accuracy 0.9444 0.9398 0.9080 0.9462
Balanced Accuracy 0.8865 0.8559 0.8259 0.9074
F1 (0) 0.9556 0.9532 0.9349 0.9566
Fp (1) 0.8537 0.8261 0.7064 0.8661
Precision (0) 0.9495 0.9415 0.9371 0.9553
Precision (1) 0.9012 0.9240 0.6943 0.8764
Recall (0) 0.9619 0.9651 0.9327 0.9579
Recall (1) 0.8111 0.7467 0.7190 0.8569

W Tabeli 5.12 zostaly przedstawione wyniki eksperymentéw metody hybry-
dowej GEM. Jak mozna zauwazy¢ najwyzsze rezultaty uzyskuje model MLP. Jego
doktadnos¢ wynosi 94.62%, a zbalansowana doktadno$¢ 90.74%. Co potwierdza
jego efektywno$¢ wzgledem ogélnej skutecznosci klasyfikacji oraz rozpoznawa-
nia obu klas. Réwnie wysokie wyniki osiggnal model XGBoost. Jego rezultaty
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5.3

5.31

byly niewiele gorsze od modelu MLP. Najnizsze wyniki osiggngt model drzew
decyzyjnych, osiagajac 90.8% doktadnosci, jednak co istotne najgorzej radzi sobie
z rozpoznawaniem klasy mniejszo$ciowej osiggajac jedyne 73.64% miary Fj.

Przeprowadzony test Friedmana potwierdzit istnienie statystycznie istotnych
réznic migdzy analizowanymi rozwigzaniami (y? = 22.00, p = 0.00002). Szcze-
gbtowa analiza post-hoc z wykorzystaniem testu Wilcoxona (z korekcjg Holma-
Bonferroniego) wykazata, ze réznice te wystepuja dla wszystkich par metod
(p < 0.05). Najwyzsza Srednig zbalansowang dokladno$¢ odnotowano dla me-
tody GEM (0.8865 + 0.0132), ktéra uzyskata rowniez najnizsza Srednig range
Friedmana (1.00), wyprzedzajac metod¢ LFM (2.00) oraz metode referencyjng
(3.00).

Polski zbior wieloetykietowy

Podczas analizy wynikéw klasyfikacji poszczegdlnych grup pytan (weryfika-
cyjnych, manipulacyjnych oraz metafizycznych), zaobserwowano wyrazne réznice
w skutecznosci poszczegdlnych modeli. W kazdej z grup mozna wyrézni¢ zaréwno
najlepsze, jak i najstabsze podejscia modelowe, co odzwierciedlono ponize;j.

Wyniki dla metody referencyjnej

W tabeli 5.13 przedstawione zostaly wyniki metody referencyjnej dla pytania
"Czy istnieje co najmniej jedno wiarygodne Zrédto, ktére potwierdza wszystkie in-
formacje zawarte w tresci?". Zauwazalna jest w otrzymanych wynikach tendencja,
gdzie model MLP osiaga najwyzsza skuteczno$¢ metryki doktadnosci (70.01%).
Sugeruje to zdolnos¢ modelu do poprawnego klasyfikowania wigkszoSci probek.
Pozostate modele wykazuja doktadno$¢ nizsza, ale poréwnywalng z modelem
MLP.

60

60:53118360



Tabela 543: Wyniki metody referencyjnej — pytanie Q1

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6878  0.6752 0.6763 0.7001
Balanced Accuracy  0.6602  0.5864 0.6532 0.6639
F1 (0) 0.7762  0.8276 0.7589 0.7982
F1 (1) 0.5405  0.0865 0.5461 0.5143
Precision (0) 0.7409  0.6752 0.7366 0.7419
Precision (1) 0.5843  0.1531 0.5718 0.6003
Recall (0) 0.8159  0.9564 0.7831 0.8680
Recall (1) 0.5045  0.0865 0.5233 0.4598

Analiza metryki zbalansowanej doktadnosci, ktéra doktadniej odzwierciedla
wydajno$¢ modeli na niezbalansowanym zbiorze danych niz wcze$niej oméwiona
miara, wskazuje, ze model MLP osiagnal warto$¢ 66.39%, nieznacznie przewyz-
szajac wynik uzyskany przez XGBoost. Najnizsze wyniki odnotowano dla modelu
SVM, ktéry osiagnat 58.64%, co wskazuje na nizsza wydajno$¢ w klasyfikacji
klasy mniejszoSciowe;.

W Tabeli 5.14 przedstawione zostaly wyniki dla pytania, "Czy wigkszo§¢
podanych informacji jest potwierdzona przez wiarygodne Zrédta?". Podobnie jak w
przypadku poprzedniego pytania najwyzsze wyniki uzyskal model MLP (69.86%)
oraz model SVM (68.95%) w metryce doktadnosci. Nalezy jednak wspomnie¢, ze
uzyskane réznice pomi¢dzy wszystkimi modelami sg niewielkie.

Tabela 5.14: Wyniki metody referencyjnej — pytanie Q2

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6847  0.6895 0.6744 0.6886
Balanced Accuracy  0.6631  0.6117 0.6563 0.6651
F1 (0) 0.7655  0.8432 0.7498 0.7719
F1 (1) 0.5580  0.1190 0.5618 0.5531
Precision (0) 0.7333  0.6892 0.7289 0.7344
Precision (1) 0.5972  0.8346 0.5856 0.6019
Recall (0) 0.8013  0.9804 0.7723 0.8153
Recall (1) 0.5250  0.1147 0.5404 0.5149

W aspekcie metryki zbalansowanej doktadnoSci podobnie jak w przypadku
wczesniejszego pytania najwyzsza warto$¢ uzyskal model MLP (66.51%) oraz mo-
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del XGBoost (66.31%), co potwierdza zdolno$¢ obydwu modeli do réwnomierne;j
analizy klas. Model SVM wykazuje natomiast najnizszy wynik w tej metryce, co
potwierdza jego tendencje do faworyzowania klasy wigkszosciowe;j.

Tabela 5.15: Wyniki metody referencyjnej - pytanie Q3

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7740  0.8000 0.7118 0.7648
Balanced Accuracy  0.6375  0.5888 0.6407 0.5908
F1 (0) 0.3600  0.0888 0.4509 0.2282
Fi (1) 0.8985  0.9200 0.8279 0.8877
Precision (0) 0.4363  0.0888 0.4321 0.4053
Precision (1) 0.8449  0.8000 0.8477 0.7985
Recall (0) 0.3142  0.0888 0.4722 0.1789
Recall (1) 0.9607  0.9588 0.8091 0.9543

Tabela 5.15 prezentuje wyniki dla pytania "Czy zadna z informacji nie jest
potwierdzona przez wiarygodne Zrodta?", ktére wykazuja odmienne charaktery-
styki. Najwyzsza doktadno$¢ uzyskat model SVM (80%), a tuz za nim model
XGBoost. Warto jednak zwréci¢ uwage na warto$¢ metryki zbalansowanej do-
ktadnosci, gdzie model drzew decyzyjnych ma najwyzsza warto$¢ 64.07% oraz
model XGBoost, ktéry uzyskal wynik na poziomie 63.75%.

Tabela 5.16: Wyniki metody referencyjnej - pytanie Q4

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7333  0.7539 0.7101 0.7533
Balanced Accuracy  0.6542  0.5971 0.6505 0.6536
F1 (0) 0.8500  0.8900 0.8196 0.8751
Fi (1) 0.4501  0.0971 0.4809 0.3966
Precision (0) 0.8012  0.7539 0.8001 0.8000
Precision (1) 0.5186  0.0971 0.5037 0.5354
Recall (0) 0.9064  0.9671 0.8403 0.9685
Recall (1) 0.4021  0.0971 0.4607 0.3355

W tabeli 5.16 zostaly przedstawione wyniki dla pytania "Czy stwierdzenie
odnosi si¢ do aktualnych danych?". Pod wzgledem miary doktadno$ci modele
SVM (75.39%) i MLP (75.33%) osiaja najwyzsze, bardzo zblizone wartosci. Jed-
nakze, analiza metryki zbalansowanej doktadnosci wykazuje, ze modele XGBoost

62

62:10953113



(65.42%) i drzewo decyzyjne (65.05%) ponownie wykazuja przewage nad SVM
(59.71%).

Tabela 517: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q5

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7265  0.7605 0.6792 0.7526
Balanced Accuracy  0.6461  0.6031 0.6436 0.6453
F1 (0) 0.4369  0.1031 0.5084 0.3669
F1 (1) 0.8455  0.8964 0.7764 0.8786
Precision (0) 0.5030  0.1031 0.4886 0.5163
Precision (1) 0.7969  0.7605 0.7973 0.7957
Recall (0) 0.3906  0.1031 0.5304 0.3045
Recall (1) 0.9016  0.9731 0.7568 0.9755

W tabeli 5.17 przedstawione zostaty wyniki dla pytania "Czy do wtasciwego
zrozumienia tresci wymagane sg dodatkowe informacje?". Najwyzszg doktadno$¢
dla tego pytania odnotowuje model SVM. Pozostale modele uzyskuja nizsze war-
tosci tej metryki. Analizujac jednak metryke zbalansowanej doktadnosci, stwier-
dzono, ze najwyzsze rezultaty osiggaja modele XGBoost i MLP, podczas gdy
podobnie jak we wcze$niejszych pytaniach model SVM odnotowuje najnizszy
rezultat, co potwierdza jego wlasciwo$¢ faworyzowania klasy wickszosciowe;.

Tabela 5.18: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q6

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7413  0.7601 0.6930 0.7402
Balanced Accuracy  0.6431  0.5856 0.6480 0.6124
F1 (0) 0.4095  0.0856 0.4969 0.3069
F1 (1) 0.8638  0.8912 0.7964 0.8679
Precision (0) 0.4824  0.0856 0.4772 0.4608
Precision (1) 0.8118  0.7601 0.8170 0.7823
Recall (0) 0.3617  0.0856 0.5190 0.2465
Recall (1) 0.9245  0.9556 0.7770 0.9673

Kolejnym pytaniem w zbiorze danych bylo pytanie "Czy tre$¢ zawiera nieSci-
stosci?", gdzie uzyskane wyniki zostaly przedstawione w Tabeli 5.18. Ponownie
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najlepszy rezultat jezeli chodzi o doktadno$¢ uzyskat model SVM (76.01%). Jed-
nakze analiza wynikéw w metryce zbalansowanej doktadno$ci ponownie wska-
zuje, ze model ten ma problemy z faworyzowaniem klasy dominujacej, a najlepsze
rezultaty w tej metryce osigga model drzew decyzyjnych oraz XGBoost.

Analiza metryki F; pokazuje podobnie jak w przypadku wcze$niejszego
pytania wzorce, gdzie dla klasy mniejszo$ciowej najstabsze warto$ci ma model
SVM, jednoczesnie notujacy najwyzsze wyniki dla klasy dominujace;.

W Tabeli 5.19 przedstawiono wyniki dla pytania "Czy stwierdzenie zawiera
fragmenty wyrwane z kontekstu?". Model SVM (80.15%) ponownie osigga naj-
wyzsza doktadno$é, a za nim plasuje si¢ XGBoost (78.33%). Jednakze, zbalanso-
wana doktadno$¢ pokazuje, ze dla modeli drzew decyzyjnych i XGBoost uzyskany
wynik jest zdecydowanie wyzszy niz dla MLP i SVM. To ponownie sugeruje, ze
wysoka doktadnosé¢ SVM i MLP moze wynika¢ z faworyzowania jednej z klas.

Tabela 5.19: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q7

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7833  0.8015 0.7230 0.7597
Balanced Accuracy  0.6522  0.5907 0.6545 0.5967
F1 (0) 0.3904  0.0907 0.4697 0.2607
F1 (1) 0.9035  0.9216 0.8358 0.8813
Precision (0) 0.4700  0.0907 0.4500 0.4203
Precision (1) 0.8519  0.8015 0.8557 0.8008
Recall (0) 0.3411  0.0907 0.4921 0.2099
Recall (1) 0.9632  0.9607 0.8169 0.9466

Analizujac metryke F7, obserwujemy bardzo niskie wartosci klasy mniejszo-
Sciowej dla wszystkich modeli, z SVM osiggajacym najnizszg warto$¢. Z drugiej
strony, warto$ci dla klasy dominujacej sg bardzo wysokie dla wszystkich klasyfi-
katoréw, z SVM na czele.

Tabela 5.20 prezentuje wyniki dla pytania "Czy autor stwierdzenia stosuje
wybidrcze przedstawianie faktow?". Model SVM ponownie wyrdznia si¢ najwyz-
szg doktadnoscia (80.54%), z MLP (76.44%) 1 XGBoost (75.94%) tuz za nim. Pod
wzgledem zbalansowanej dokfadnosci, drzewo decyzyjne i XGBoost wykazuja
bardzo zblizone i najwyzsze wartosci.
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Tabela 5.20: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q8

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7594  0.8054 0.6995 0.7644
Balanced Accuracy  0.6385  0.6088 0.6394 0.5942
F1 (0) 0.3775  0.1088 0.4645 0.2032
F1 (1) 0.8841  0.9299 0.8118 0.8905
Precision (0) 0.4523  0.1088 0.4450 0.4167
Precision (1) 0.8310  0.8054 0.8326 0.7889
Recall (0) 0.3310  0.1088 0.4865 0.1611
Recall (1) 0.9460  0.9788 0.7922 0.9607

Tabela 5.21 przedstawia wyniki dla pytania "Czy autor stwierdzenia prébuje
wprowadzi¢ czytelnika w btad?", ktére wydaja si¢ by¢ najbardziej skrajnym przy-
padkiem niezbalansowania klas spo$réd analizowanych pytan. SVM osiaga wyjat-
kowo wysokg doktadnos¢ (95.09%), a za nim plasuje si¢ MLP (94%) i XGBoost
(89.23%). Jednakze, zbalansowana doktadno$¢ dla wszystkich modeli jest znacz-
nie nizsza i bardzo zblizona, wahajac si¢ od 61.96% do 63.54%. Ta dysproporcja
jest kluczowa i pokazuje kolejny raz, ze metoda referencyjna nie jest w stanie
poradzi¢ sobie z ekstrakcja cech mogaca zniwelowaé duza dysproporcje miedzy
klasami.

Tabela 5.21: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q9

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8923  0.9509 0.8310 0.9400
Balanced Accuracy  0.6226  0.6199 0.6354 0.6196
F1(0) 0.2451  0.1199 0.3218 0.1499
Fi (1) 0.9875  0.9899 0.9465 0.9882
Precision (0) 0.3020  0.1199 0.3065 0.3053
Precision (1) 0.9502  0.9509 0.9629 0.9496
Recall (0) 0.2151  0.1199 0.3400 0.1356
Recall (1) 0.9877  0.9899 0.9308 0.9882

Tabela 5.22 przedstawia wyniki dla pytania "Czy tres¢ ma charakter saty-
ryczny?". Obserwujemy tu bardzo wysokie warto$ci doktadnosci dla wszystkich
modeli, z SVM osiaggajacym imponujgce 98.86%, a za nim XGBoost (97.30%) i
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MLP (96.76%). Jest to mocny sygnal, ze wigkszos§¢ probek jest poprawnie klasy-
fikowana.

Tabela 5.22: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q10

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9730  0.9886 0.9105 0.9676
Balanced Accuracy  0.6142  0.6186 0.6083 0.6003
F1 (0) 0.1911  0.1186 0.2193 0.1300
F1 (1) 0.9766  0.9886 0.9686 0.9676
Precision (0) 0.2255 0.1186 0.2063 0.2195
Precision (1) 0.9766  0.9886 0.9686 0.9676
Recall (0) 0.1721  0.1186 0.2360 0.1164
Recall (1) 0.9766  0.9886 0.9686 0.9676

Jednakze analiza zbalansowanej doktadnosci ujawnia znacznie nizsze warto-
Sci, wahajace si¢ od 60.03% (MLP) do 61.86% (SVM). Taka rozbiezno$¢ miedzy
doktadnoscia a zbalansowang doktadnoScia sugeruje, ze wysoka doktadnos$¢ wy-
nika gtéwnie z doskonalego przewidywania klasy dominujacej, a modele maja
trudno$ci z klasa mniejszoSciowa.

Tabela 5.23 prezentuje wyniki dla pytania "Czy autor przyznaje, ze przed-
stawione fakty sg zmySlone?". Ponownie widzimy bardzo wysoka doktadnos¢ dla
XGBoost (98.36%), SVM (95.25%) i MLP (95.43%).

Podobnie jak we wczesniejszym pytaniu, zbalansowana doktadnos$¢ jest znacz-
nie nizsza, oscylujac wokét 58%-61%. XGBoost (61.20%) osigga najwyzsza war-

to$¢ w tej metryce, co sugeruje nieco lepsza réwnowage w klasyfikacji obu klas,
cho¢ nadal z widocznymi ograniczeniami.
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Tabela 5.23: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Qn

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9836  0.9525 0.9269 0.9543
Balanced Accuracy  0.6120  0.5825 0.5944 0.5846
F1 (0) 0.1679  0.0825 0.1853 0.0911
F1 (1) 0.9836  0.9525 0.9621 0.9543
Precision (0) 0.1883  0.0825 0.1750 0.1617
Precision (1) 0.9836  0.9525 0.9621 0.9543
Recall (0) 0.1563  0.0825 0.1987 0.0879
Recall (1) 0.9836  0.9525 0.9621 0.9543

Tabela 5.24 przedstawia wyniki dla pytania "Czy stwierdzenie zawiera obiet-
nice polityczne?". Tutaj SVM (94.89%) i MLP (92.31%) ponownie wykazuja
najwyzsza doktadnos¢, z XGBoost (91.65%) plasujacym si¢ niewiele nizej.

W przypadku zbalansowanej doktadnoSci, drzewo decyzyjne (64.62%) i
XGBoost (64.31%) osiagaja najlepsze wyniki, sugerujac lepszg réwnowage w
klasyfikacji. MLP osiaga 63.81%, podczas gdy SVM 59.13% i jest najstabszy w
tej metryce.

Tabela 5.24: Tabela z wynikami eksperymentow metody referencyjnej - pytanie
Q12

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 09165  0.9489 0.8528 0.9231
Balanced Accuracy  0.6431  0.5913 0.6462 0.6381
F1 (0) 0.3033  0.0913 0.3328 0.2828
Fi (1) 0.9659  0.9613 0.9495 0.9640
Precision (0) 0.3755 0.0913 0.3125 0.3973
Precision (1) 0.9652  0.9489 0.9603 0.9615
Recall (0) 0.2608  0.0913 0.3573 0.2397
Recall (1) 0.9659  0.9613 0.9351 0.9640

Tabela 5.25 prezentuje wyniki dla pytania "Czy stwierdzenie zawiera tresci
religijne? ". Modele SVM i MLP osiggaja kolejno 98.68% i 98.03% , a XGBoost
97.89%.

67

67:23124689



Jednakze, zbalansowana doktadnos¢ dla wszystkich modeli oscyluje w zakre-
sie 60%-62%. Model XGBoost (62.63%) osiaga najwyzsza warto$¢, ale rdznice
sa minimalne.

Tabela 5.25: Tabela z wynikami eksperymentow metody referencyjnej - pytanie

Q13
Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9789  0.9868 0.9413 0.9803
Balanced Accuracy  0.6263  0.6168 0.6029 0.6106
F1 (0) 0.2013  0.1168 0.1946 0.1269
F1 (1) 0.9789  0.9868 0.9525 0.9803
Precision (0) 0.2358  0.1168 0.1832 0.1752
Precision (1) 0.9789  0.9868 0.9525 0.9803
Recall (0) 0.1816  0.1168 0.2091 0.1199
Recall (1) 0.9789  0.9868 0.9525 0.9803

5.3.2 Wyniki dla metody LFM

W niniejszym podrozdziale przedstawiono i omdéwiono wyniki uzyskane dla
eksperymentéw z zaproponowang hybrydowa metoda ekstrakcji cech LEM.

Wyniki dla pytania Q1 ("Czy istnieje co najmniej jedno wiarygodne Zrédto,
ktére potwierdza wszystkie informacje zawarte w tresci?") sg przedstawione w
Tabeli 5.26. Modele osiagaja doktadno$¢ w zakresie od 71.33% (XGBoost) do
72.57% (SVM). Zbalansowana doktadno$¢ pozostaje na podobnym poziomie dla
wszystkich modeli, oscylujac w granicach 71.79-72.62%. Jest to znaczaca poprawa
w stosunku do metody referencyjnej, co sugeruje, ze metoda LFM skutecznie
redukuje problem niezbalansowania klas.
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Tabela 5.26: Wyniki metody LFM — pytanie Q1

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7133  0.7257 0.7158 0.7232
Balanced Accuracy  0.7219  0.7262 0.7179 0.7182
F1 (0) 0.7342  0.7649 0.7517 0.7736
F1 () 0.6903  0.6784 0.6735 0.6580
Precision (0) 0.8125  0.8136 0.8062 0.8043
Precision (1) 0.6297  0.6365 0.6278 0.6307
Recall (0) 0.6734  0.7234 0.7061 0.7466
Recall (1) 0.7704  0.7290 0.7298 0.6898

Tabela 5.27: Wyniki metody LFM - pytanie Q2

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7141  0.7217 0.7180 0.7206
Balanced Accuracy  0.7216  0.7232 0.7166 0.7151
F1 (0) 0.7300  0.7539 0.7576 0.7694
F1 (1) 0.6969  0.6844 0.6705 0.6582
Precision (0) 0.8020  0.8009 0.7935 0.7910
Precision (1) 0.6402  0.6440 0.6385 0.6385
Recall (0) 0.6733  0.7137 0.7257 0.7499
Recall (1) 0.7700  0.7328 0.7076 0.6803

Dla pytania Q2 ("Czy wickszo§¢ podanych informacji jest potwierdzona przez
wiarygodne Zrédfa?"), wyniki w Tabeli 5.27 sg bardzo podobne. Doktadno$¢ mie-
Sci si¢ w zakresie 71.41% (XGBoost) do 72.17% (SVM), a zbalansowana do-
ktadnos$¢ wynosi od 71.51% dla MLP do 72.32% dla SVM. WartoSci metryki
F1 dla klasy 0 (od 73.00% dla XGBoost do 76.94% dla MLP) i dla klasy 1 (od
65.82% dla MLP do 69.69% dla XGBoost) ponownie wskazuja na zbalansowana
wydajnos¢ klasyfikatoréw, potwierdzajac skuteczno$¢ LFM w radzeniu sobie z
niezbalansowaniem danych.

Wyniki dla pytania Q3 ("Czy zadna z informacji nie jest potwierdzona przez
wiarygodne Zrédta?") przedstawiono w Tabeli 5.28. W tym przypadku, doktadnos$¢
jest nizsza niz dla wczesniejszych dwoéch pytan, w zakresie 63,.10% (MLP) do
65.45% (SVM). Jednakze, zbalansowana doktadno$¢ pozostaje wysoka i stabilna
dla wszystkich modeli. Jest to istotne, poniewaz odpowiedzi na to pytanie byly
niezbalansowane.

69

69:82650923



Tabela 5.28: Wyniki metody LFM - pytanie Q3

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6324  0.6545 0.6418 0.6310
Balanced Accuracy  0.7040  0.7039 0.7045 0.7025
F1 (0) 0.6045  0.5948 0.6012 0.6031
F1 () 0.6578  0.7033 0.6771 0.6559
Precision (0) 0.4874  0.4881 0.4881 0.4865
Precision (1) 09184  0.9159 0.9178 0.9165
Recall (0) 0.8734  0.8207 0.8530 0.8716
Recall (1) 0.5346  0.5871 0.5560 0.5334
Tabela 5.29: Wyniki metody LFM — pytanie Q4
Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6858  0.7129 0.7045 0.7072
Balanced Accuracy  0.7226  0.7291 0.7232 0.7236
F1 (0) 0.7098  0.7629 0.7516 0.7565
F1 Q) 0.6593  0.6494 0.6460 0.6441
Precision (0) 0.8842  0.8851 0.8800 0.8801
Precision (1) 0.5574  0.5659 0.5605 0.5612
Recall (0) 0.6054  0.6773 0.6636 0.6713
Recall (1) 0.8397  0.7809 0.7829 0.7759

Dla pytania Q4 (,,Czy stwierdzenie odnosi si¢ do aktualnych danych?”) wy-
niki przedstawione w Tabeli 5.29 wskazuja, ze doktadno$¢ modeli miesci si¢ w
przedziale od 68.58% (XGBoost) do 71.29% (SVM). Zbalansowana doktadno$¢
pozostaje zblizona dla wszystkich modeli, wynoszac od 72.26% (XGBoost) do
72.91% (SVM), co §wiadczy o efektywnosci metody LFM w tworzeniu zbalanso-

wanego zestawu cech.
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Tabela 5.30: Tabela z wynikami eksperymentow metody LFM pytanie Q5

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6602  0.6749 0.6619 0.6871
Balanced Accuracy  0.6984  0.6981 0.6970 0.6955
F1 (0) 0.6389  0.6263 0.6353 0.6101
F1 (1) 0.6799  0.7157 0.6859 0.7456
Precision (0) 0.5387  0.5390 0.5378 0.5373
Precision (1) 0.8573  0.8558 0.8554 0.8526
Recall (0) 0.8198  0.7718 0.8087 0.7221
Recall (1) 0.5770  0.6243 0.5853 0.6689

Wyniki dla pytania ,,Czy do wtaSciwego zrozumienia treSci wymagane sg do-
datkowe informacje?” przedstawiono w tabeli 5.30. Doktadno$¢ modeli miesci si¢
w przedziale od 66.02% (XGBoost) do 68.71% (MLP). Zbalansowana doktadno$¢
pozostaje dla nich zblizona, wynoszac od 69.55% (MLP) do 69.84% (XGBoost),
co wskazuje na istotne ograniczenie problemu niezbalansowania danych obserwo-
wanego w metodzie referencyjne;j.

Tabela 5.31: Tabela z wynikami eksperymentow metody LFM pytanie Q6

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6589  0.6696 0.6584 0.6642
Balanced Accuracy  0.7098  0.7062 0.7031 0.7052
F1 (0) 0.6393  0.6272 0.6299 0.6290
F1 (1) 0.6771  0.7060 0.6841 0.6943
Precision (0) 0.5291  0.5274 0.5247 0.5264
Precision (1) 0.8886  0.8823 0.8798 0.8820
Recall (0) 0.8555 0.8111 0.8313 0.8227
Recall (1) 0.5640  0.6013 0.5750 0.5877

Dla pytania "Czy tre$¢ zawiera nieScistosci?", wyniki w Tabeli 5.31 wykazuja
Doktadnosé w zakresie 65.84% do 66.96%. Zbalansowana dokadnos¢ wynosi od
70.31% do 70.98%, co ponownie wskazuje na sukces metody LFM w tworzeniu
zbalansowanego Srodowiska klasyfikacyjnego. Wartosci wskaznika F; dla klasy
0 (od 62.72% dla SVM do 63.93% dla XGBoost) i dla klasy 1 (od 67.71% dla
XGBoost do 70.60% dla SVM) sg bardzo zblizone, co potwierdza skuteczne
radzenie sobie z niezbalansowaniem klas.
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Tabela 5.32: Tabela z wynikami eksperymentow metody LFM pytanie Q7

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6331  0.6504 0.6479 0.6457
Balanced Accuracy  0.7070  0.6999 0.7087 0.7034
F1 (0) 0.6084  0.5921 0.6043 0.5987
Fi (1) 0.6557  0.6983 0.6854 0.6857
Precision (0) 0.4897  0.4859 0.4913 0.4880
Precision (1) 0.9218 09112 0.9218 0.9159
Recall (0) 0.8825  0.8172 0.8529 0.8404
Recall (1) 0.5316  0.5825 0.5644 0.5665

Wyniki dla pytania Q7 (,,Czy stwierdzenie zawiera fragmenty wyrwane z kon-
tekstu?””) przedstawiono w Tabeli 5.32. Modele osiggnely doktadno$¢ od 63.31%
(XGBoost) do 65.04% (SVM). Zbalansowana doktadno§¢ waha si¢ od 69.99% dla
SVM do 70.87% dla drzewa decyzyjnego. Jest to szczegdlnie warte podkreslenia,
poniewaz w metodzie referencyjnej wyniki dla tych pytarn wskazywaty na silne

niezbalansowanie.

Tabela 5.33: Tabela z wynikami eksperymentow metody LFM pytanie Q8

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.6335  0.6523 0.6407 0.6475
Balanced Accuracy  0.6959  0.6951 0.6962 0.6959
F1 (0) 0.6102  0.5994 0.6070 0.6030
Fr (1) 0.6549  0.6965 0.6706 0.6856
Precision (0) 0.4973  0.4971 0.4976 0.4975
Precision (1) 0.8937  0.8919 0.8937 0.8931
Recall (0) 0.8546  0.8040 0.8373 0.8190
Recall (1) 0.5372  0.5862 0.5550 0.5728

Dla pytania Q8 ("Czy autor stwierdzenia stosuje wybidrcze przedstawianie
faktéw?"), wyniki w tabeli 5.33 pokazuja doktadnos$¢ w zakresie 63.35% (XGBo-
ost) do 65.23% (SVM). Zbalansowana doktadno$¢ jest spdjna dla wszystkich
modeli (od 69.51% dla SVM do 69.62% dla drzewa decyzyjnego).
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Tabela 5.34: Tabela z wynikami eksperymentow metody LFM pytanie Q9

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 04770  0.4915 0.5462 0.4890
Balanced Accuracy  0.6662  0.6493 0.6865 0.6782
F1 (0) 0.4413 04212 0.4570 0.4539
F1 (1) 0.5093  0.5492 0.6158 0.5207
Precision (0) 0.3307  0.3137 0.3516 0.3436
Precision (1) 0.9692  0.9518 0.9900 0.9826
Recall (0) 0.9521  0.8878 0.8984 0.9641
Recall (1) 0.3804  0.4109 0.4746 0.3924

Wyniki dla pytania Q9 ("Czy autor stwierdzenia probuje wprowadzié czytel-
nika w biad?") przedstawiono w Tabeli 5.34. W przeciwienstwie do poprzednich
pytaf, tutaj doktadno$¢ jest zauwazalnie nizsza, oscylujac od 47.70% do 54.62%.
Pomimo tego, zbalansowana doktadno$¢ utrzymuje si¢ w przedziale od 64.93%
(SVM) do 68.65% (drzewo decyzyjne). Co wazne uzyskane wyniki w metryce
F1 sa znacznie bardziej zblizone niz w metodzie referencyjnej, co wskazuje na
poprawe w radzeniu sobie z klasg mniejszo$ciowa, nawet jesli ogélna doktadnoscé
jest nizsza.

Tabela 5.35: Tabela z wynikami eksperymentow metody LFM pytanie Q10

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 04136 04715 0.4468 0.3989
Balanced Accuracy  0.6677  0.6888 0.6577 0.6574
F1 (0) 0.3342  0.3492 0.3184 0.3214
F1 (1) 04791  0.5623 0.5406 0.4630
Precision (0) 0.2591  0.2738 0.2434 0.2456
Precision (1) 09743  0.9871 0.9569 0.9600
Recall (0) 0.9726  0.9565 0.9174 0.9600
Recall (1) 0.3547  0.4212 0.3979 0.3390

Dla pytania Q10 ("Czy tres¢ ma charakter satyryczny?"), wyniki w Tabeli
5.35 pokazuja nizsza niz we wcze$niejszych pytaniach doktadnosé (od 39.89%
dla MLP do 47.15% dla SVM). Jednakze zbalansowana doktadno$¢ wynosi od
65.74% dla MLP do 68.88% dla SVM, co §wiadczy o lepszej zdolnosci metody
LFM do klasyfikacji obu klas, mimo wyzwafi zwigzanych z ogélna doktadnoscia.
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Dla pytania Q11 ("Czy autor przyznaje, ze przedstawione fakty sa zmy-
Slone?"), wyniki w Tabeli 5.36 sg podobne do Q9 1 Q10, z niska doktadnoscia (od
36.18% dla MLP do 42.07% dla drzewa decyzyjnego). Zbalansowana doktadnos¢
pozostaje w zakresie (od 64.90% dla MLP do 66.63% dla XGBoost).

Tabela 5.36: Tabela z wynikami eksperymentow metody LFM pytanie Q11

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.3839  0.4176 0.4207 0.3618
Balanced Accuracy  0.6663  0.6572 0.6505 0.6490
F1 (0) 0.3136  0.3022 0.2984 0.2954
Fp (1) 0.4434  0.5053 0.5121 0.4185
Precision (0) 0.2480  0.2372 0.2342 0.2296
Precision (1) 0.9786  0.9674 0.9653 0.9600
Recall (0) 0.9786  0.9423 0.9239 0.9600
Recall (1) 0.3302  0.3721 0.3770 0.3073

Wyniki dla pytania Q12 ("Czy stwierdzenie zawiera obietnice polityczne?")
sg przedstawione w Tabeli 5.37. Doktadno$¢ jest stosunkowo niska (od 43.94% do
48.01%). Jednakze, zbalansowana doktadnos$¢ miesci si¢ w zakresie od 66.19%
dla XGBoost do 68.23% dla MLP. Wyniki metryki F; dla klasy O (od 39.48% dla
XGBoost do 41.82% dla MLP) i dla klasy 1 (od 47.89% dla XGBoost do 54.25%
dla drzewa decyzyjnego) sa zréwnowazone, co wskazuje na to, ze LFM pozwala
na bardziej efektywng klasyfikacje obu klas, pomimo nizszej ogélnej doktadnosci.

Dla pytania Q13 ("Czy stwierdzenie zawiera tredci religijne?"), wyniki w
Tabeli 5.38 réwniez wykazuja niska doktadno$¢ (od 33.08% do 37.61%). Mimo
to, zbalansowana dokladnos¢ jest akceptowalna (od 65,31% do 66.91%). Wyniki
metryki F; dla klasy O (od 27.81% do 29.30%) i dla klasy 1 (od 37.61% do
45.41%) sg znacznie bardziej zbalansowane niz w metodzie referencyjnej, co
sugeruje lepsza zdolno$¢ do rozrézniania klas.
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Tabela 5.37: Tabela z wynikami eksperymentow metody LFM pytanie Q12

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.4394  0.4691 0.4801 0.4542
Balanced Accuracy  0.6619  0.6761 0.6734 0.6823
F1 (0) 0.3948  0.4093 0.4034 0.4182
F1 (1) 0.4789  0.5200 0.5425 0.4869
Precision (0) 0.2917  0.3075 0.3016 0.3156
Precision (1) 0.9537  0.9701 0.9623 0.9793
Recall (0) 0.9537  0.9654 0.9438 0.9793
Recall (1) 0.3508  0.3867 0.4031 0.3634

Tabela 5.38: Tabela z wynikami eksperymentow metody LFM pytanie Q13

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.3409  0.3662 0.3761 0.3308
Balanced Accuracy  0.6585  0.6691 0.6531 0.6545
F1 (0) 0.2830  0.2930 0.2781 0.2796
Fr (1) 0.3915  0.4279 0.4541 0.3761
Precision (0) 0.2221  0.2322 0.2179 0.2188
Precision (1) 0.9604  0.9704 0.9564 0.9572
Recall (0) 0.9604  0.9704 0.9553 0.9572
Recall (1) 0.2888  0.3165 0.3306 0.2776

5.3.3 Woyniki dla metody GEM

W niniejszym podrozdziale przedstawiono i oméwiono wyniki uzyskane dla
eksperymentéw z zaproponowang hybrydowa metodg ekstrakcji cech GEM.

Dla pytania Q1 ("Czy istnieje co najmniej jedno wiarygodne Zrédto, ktére po-
twierdza wszystkie informacje zawarte w tre$ci?"), wyniki przedstawione w Tabeli
5.39 pokazuja, ze doktadno$¢ modeli waha si¢ od 81,21% (drzewo decyzyjne) do
83.21% (SVM). Natomiast zbalansowana doktadno$§¢ wynosi od 81.61% (drzewo
decyzyjne) do 82.90% (SVM).

Wyniki dla pytania Q2 ("Czy wigkszo$¢ podanych informacji jest potwier-
dzona przez wiarygodne Zrédfa?"), widoczne w Tabeli 5.40, sg bardzo podobne.
Doktadno$¢ utrzymuje sie¢ w zakresie od 81.68% (XGBoost) do 82.87% (SVM), a
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zbalansowana doktadnos$¢ jest konsekwentnie wysoka. Analogicznie, metryka Fy
dlaklasy 0 (od 83.48% dla XGBoost do 87.18% dla MLP) i dla klasy 1 (od 76.69%
dla MLP do 79.34% dla XGBoost) potwierdzaja zbalansowang doktadnos$¢ kla-
syfikatoréw, Swiadczac o zdolnosci metody GEM do tworzenia zbalansowanego
zestawu cech.

Tabela 5.39: Wyniki metody GEM - pytanie Q1

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8153  0.8321 0.8121 0.8164
Balanced Accuracy  0.8253  0.8290 0.8161 0.8221
F1(0) 0.8380  0.8751 0.8522 0.8693
F1 (1) 0.7875  0.7820 0.7719 0.7641
Precision (0) 09185 0.9194 0.9048 0.9023
Precision (1) 0.7252  0.7412 0.7236 0.7241
Recall (0) 0.7689  0.8357 0.8045 0.8404
Recall (1) 0.8816  0.8222 0.8298 0.8073

Tabela 5.40: Wyniki metody GEM - pytanie Q2

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8168  0.8287 0.8203 0.8246
Balanced Accuracy  0.8239  0.8266 0.8194 0.8224
F1 (0) 0.8348  0.8662 0.8579 0.8718
F1 (1) 0.7934  0.7864 0.7753 0.7669
Precision (0) 0.9098  0.9140 0.9009 0.8995
Precision (1) 0.7300  0.7433 0.7342 0.7335
Recall (0) 0.7739  0.8263 0.8183 0.8471
Recall (1) 0.8740  0.8268 0.8215 0.8044

W przypadku pytania Q3 ("Czy zadna z informacji nie jest potwierdzona
przez wiarygodne Zrédta?"), wyniki w Tabeli 5.41 wskazuja na nizsza w porow-
naniu do pytai Q1 i Q2 dokfadnos¢ (od 73.37% dla MLP do 75.68% dla SVM).
Jednakze, zbalansowana dokfadno$¢ wynosi od 80.09% dla MLP do 80.61% dla
SVM. Jest to szczegdlnie istotne, poniewaz ta metoda dobrze radzi sobie z danymi
niezbalansowanymi i nie wykazuje probleméw typowych dla innych metod.

Dla pytania Q4 ("Czy stwierdzenie odnosi si¢ do aktualnych danych?"), wy-
niki w Tabeli 5.42 pokazuja doktadno$¢ w zakresie od 79.14% do 81.14%. Zba-
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lansowana dokladno$¢ jest rowniez wysoka i spéjna (od 82.54% dla XGBoost
i drzewa decyzyjnego do 82.88% dla SVM). Uzyskane wyniki sa dobrze zba-
lansowane, co potwierdza skuteczno§¢ GEM w generowaniu cech sprzyjajacych
réwnomiernej klasyfikacji.

Tabela 5.41: Wyniki metody GEM - pytanie Q3

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8380  0.8568 0.8481 0.8337
Balanced Accuracy  0.8056  0.8061 0.8040 0.8009
F1 (0) 0.7035  0.6965 0.7062 0.7028
F1 (1) 0.7642  0.8007 0.8763 0.8592
Precision (0) 0.5910  0.5887 0.5871 0.5831
Precision (1) 09151 09141 0.9182 0.9176
Recall (0) 0.9626  0.9219 0.9655 0.9695
Recall (1) 0.6487  0.6904 0.6511 0.6377

Tabela 5.42: Wyniki metody GEM - pytanie Q4

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7914  0.8109 0.8082 0.8114
Balanced Accuracy  0.8254  0.8288 0.8254 0.8286
F1 (0) 0.8143  0.8626 0.8547 0.8588
F1 (1) 0.7623  0.7540 0.7524 0.7527
Precision (0) 0.9837  0.9816 0.9781 0.9792
Precision (1) 0.6563  0.6622 0.6582 0.6576
Recall (0) 0.7031  0.7789 0.7675 0.7725
Recall (1) 0.9477  0.8787 0.8822 0.8803

Wyniki dla pytania Q5 (“Czy do wtasciwego zrozumienia tre§ci wymagane s
dodatkowe informacje?”), przedstawione w Tabeli 5.43, pokazuja doktadnos$¢ od
81.01% do 86.86%. Zbalansowana doktadno$§¢ miesci si¢ w zakresie od 71.12%
(SVM) do 78.08% (MLP). Warto zwréci¢ uwage, ze SVM, mimo najwyzszej
doktadnosci, ma najnizsza zbalansowang doktadnos¢, co sugeruje faworyzowanie
klasy wigkszoSciowe;.

Dla pytania Q6 ("Czy tres¢ zawiera niescistosci?"), wyniki w Tabeli 5.44 wy-

kazuja doktadno§¢ w zakresie od 81.78% do 88.83%. Podobnie jak w poprzednim
pytaniu, zbalansowana dokladnos¢ dla SVM wynosi 71.38% i jest najnizsza.
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Tabela 5.43: Tabela z wynikami eksperymentow metody GEM na pytanie Q5

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8601  0.8686 0.8101 0.8572
Balanced Accuracy  0.7769  0.7112 0.7755 0.7808
F1 (0) 0.5620  0.2113 0.6419 0.5790
F1 (1) 0.9798  0.9045 0.9063 0.9730
Precision (0) 0.6358  0.2113 0.6207 0.6409
Precision (1) 0.9273  0.8686 0.9287 0.9299
Recall (0) 0.5125  0.2113 0.6657 0.5381
Recall (1) 0.9413  0.9513 0.8853 0.9235

Tabela 5.44: Tabela z wynikami eksperymentow metody GEM na pytanie Q6

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8740  0.8883 0.8178 0.8717
Balanced Accuracy  0.7740  0.7138 0.7741 0.7776
F1 (0) 0.5373  0.2138 0.6241 0.5530
Fr (1) 0.9967  0.9194 0.9211 0.8921
Precision (0) 0.6152  0.2138 0.6022 0.6205
Precision (1) 0.9423  0.8883 0.9444 0.9445
Recall (0) 0.4875  0.2138 0.6489 0.5079
Recall (1) 0.9605  0.9538 0.8993 0.9473

Tabela 5.45: Tabela z wynikami eksperymentow metody GEM na pytanie Q7

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8771  0.9534 0.8463 0.9094
Balanced Accuracy  0.7441  0.7426 0.7790 0.7803
F1 (0) 0.4789  0.2426 0.5943 0.5187
F1 (1) 0.8976  0.9735 0.8598 0.9298
Precision (0) 0.5621  0.2426 0.5726 0.5953
Precision (1) 0.8441 0.8534 0.8825 0.8811
Recall (0) 0.3285  0.1426 0.5193 0.3741
Recall (1) 0.9588  0.9826 0.8386 0.9767
Specificity 0.8857  0.9033 0.9262 0.9168
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Wyniki dla pytania Q7 ("Czy stwierdzenie zawiera fragmenty wyrwane z
kontekstu?") znajduja si¢ w Tabeli 5.45. Doktadnos$¢ waha si¢ od 84.63% (drzewo
decyzyjne) do 95.34% (SVM). Zbalansowana dokladnos¢ jest na poziomie od
74.26% (SVM) do 78.03% (MLP). Tutaj SVM réwniez, mimo najwyzszej doktad-
nos$ci, nie ma najlepszej zbalansowanej doktadnosci.

Dla pytania Q8 ("Czy autor stwierdzenia stosuje wybidrcze przedstawianie
faktéw?"), wyniki w Tabeli 5.46 pokazuja doktadno$¢ w zakresie od 72.65%
(drzewo decyzyjne) do 83.74% (SVM). Zbalansowana doktadno$¢ wynosi od
64.08% (SVM) do 67.08% (XGBoost).

Tabela 5.46: Tabela z wynikami eksperymentow metody GEM na pytanie Q8

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.7920  0.8374 0.7265 0.7652
Balanced Accuracy  0.6708  0.6408 0.6668 0.6653
F1 (0) 0.4103  0.1408 0.4919 0.4363
F1 (1) 09161  0.9619 0.8391 0.8873
Precision (0) 0.4878  0.1408 0.4718 0.4741
Precision (1) 0.8622  0.8374 0.8609 0.8594
Recall (0) 0.3625  0.1408 0.5149 0.4112
Recall (1) 0.9790  0.9808 0.8186 0.9195

Tabela 5.47: Tabela z wynikami eksperymentow metody GEM na pytanie Q9

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.8990  0.9698 0.8197 0.9310
Balanced Accuracy  0.6273  0.6388 0.6248 0.6503
F1(0) 0.2469  0.1388 0.3127 0.2601
F1 (1) 0.9630  0.9788 0.9341 0.9830
Precision (0) 0.3059  0.1388 0.2978 0.3417
Precision (1) 0.9553  0.9698 0.9496 0.9762
Recall (0) 0.2167  0.1388 0.3305 0.2264
Recall (1) 0.9630  0.9788 0.9192 0.9830

Wyniki dla pytania Q9 ("Czy autor stwierdzenia prébuje wprowadzié czytel-
nika w btad?"), przedstawione w Tabeli 5.47, pokazujg wysoka doktadno$¢ dla
SVM (96.98%) i MLP (93.10%). Jednak zbalansowana doktadnos¢ jest znacznie
nizsza, w zakresie od 62.48% do 65.03%.
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Tabela 5.48: Tabela z wynikami eksperymentow metody GEM na pytanie Q10

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9835  0.9663 0.9222 0.9590
Balanced Accuracy  0.6514  0.6263 0.6212 0.6282
F1 (0) 0.2282  0.1263 0.2327 0.1872
F1 (1) 0.9835  0.9663 0.9520 0.9590
Precision (0) 0.2641  0.1263 0.2189 0.2768
Precision (1) 0.9835  0.9663 0.9520 0.9590
Recall (0) 0.2087  0.1263 0.2505 0.1630
Recall (1) 0.9835  0.9663 0.9520 0.9590

Tabela 5.49: Tabela z wynikami eksperymentow metody GEM na pytanie Q11

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9766  0.9803 0.9496 0.9660
Balanced Accuracy  0.6357  0.6403 0.6151 0.6276
F1 (0) 0.1919  0.1403 0.2044 0.1579
Fr (1) 0.9766  0.9803 0.9561 0.9660
Precision (0) 0.2132  0.1403 0.1946 0.2218
Precision (1) 0.9766  0.9803 0.9561 0.9660
Recall (0) 0.1800  0.1403 0.2171 0.1452
Recall (1) 0.9766  0.9803 0.9561 0.9660

Dla pytania "Czy treS¢ ma charakter satyryczny?", wyniki w Tabeli 5.48
réwniez prezentuja wysoka doktadnos$¢ (od 92.22% dla drzewa decyzyjnego do
98.35% dla XGBoost). Zbalansowana doktadno$¢ jest znacznie nizsza (od 62.12%
do 65.14%). Analizujac uzyskane wyniki widoczny jest problem niezbalansowa-
nia, gdzie modele doskonale klasyfikujg klase dominujaca, ale z trudnoscig roz-
poznaja mniejszoSciowa.

Dla pytania Q11 ("Czy autor przyznaje, ze przedstawione fakty sa zmy-
Slone?"), wyniki w Tabeli 5.49 pokazuja wysoka doktadno$¢ (od 94.96% do
98.03%). Zbalansowana dokladno$¢ waha si¢ od 61.51% (drzewo decyzyjne) do
64.03% (SVM). Podobnie jak w poprzednich pytaniach, rezultaty metryki F; dla
klasy 0 sa bardzo niskie (od 14.03% dla SVM do 20.44% dla drzewa decyzyjnego),
a dla klasy 1 bardzo wysokie (od 95.61% dla drzewa decyzyjnego do 98.03% dla
SVM).
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Tabela 5.50: Tabela z wynikami eksperymentow metody GEM na pytanie Q12

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9707  0.9765 0.9078 0.9496
Balanced Accuracy  0.7042  0.6365 0.7035 0.6726
F1 (0) 0.3753  0.1365 0.3904 0.3455
F1 (1) 0.9882  0.9765 0.9876 0.9506
Precision (0) 0.4468  0.1365 0.3682 0.4810
Precision (1) 0.9882  0.9765 0.9876 0.9506
Recall (0) 0.3315  0.1365 0.4177 0.2832
Recall (1) 0.9882  0.9765 0.9873 0.9506

Wyniki dla pytania "Czy stwierdzenie zawiera obietnice polityczne?"sa przed-
stawione w Tabeli 5.50. Doktadno$¢ wynosi od 90.78% dla drzewa decyzyjnego
do 97.65% dla SVM. Zbalansowana doktadno$¢ przyjmuje wartosci od 63.65%
(SVM) do 70.42% (XGBoost).

Dla pytania Q13 ("Czy stwierdzenie zawiera tresci religijne?"), wyniki w
Tabeli 5.51 réwniez wykazuja wysoka doktadnos$¢ (od 96.11% dla XGBoost do
98.07% dla MLP). Zbalansowana doktadno$¢ wynosi od 63.82% (XGBoost) do
65.13% (drzewo decyzyjne).

Tabela 5.51: Tabela z wynikami eksperymentow metody GEM na pytanie Q13

Metryka XGBoost SVM DECISION TREE MLP
Accuracy 0.9611  0.9780 0.9725 0.9807
Balanced Accuracy  0.6382  0.6200 0.6513 0.6460
F1 (0) 0.2124  0.1200 0.2427 0.1812
Fi (1) 09611  0.9780 0.9725 0.9807
Precision (0) 0.2475  0.1200 0.2299 0.2570
Precision (1) 09611  0.9780 0.9725 0.9807
Recall (0) 0.1927  0.1200 0.2594 0.1654
Recall (1) 09611  0.9780 0.9725 0.9807

Analiza statystyczna przeprowadzona dla wszystkich trzech grup pytafi po-
twierdzita sp6jnos$¢ uzyskanych rezultatéw. Test Friedmana wykazat istnienie sta-
tystycznie istotnych réznic miedzy badanymi rozwigzaniami w kazdym z rozwa-
zanych przypadkéw:
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5.4

« grupa czynnikéw weryfikacyjnych y? = 22.00, p = 0.00002,
» grupa czynnikéw manipulacyjnych y? = 22.00, p = 0.00002,
» grupa czynnikéw metafizycznych y? = 20.18, p = 0.00004.
Szczegdtowe testy post-hoc Wilcoxona z zastosowaniem korekcji Holma-Bonferroniego

wykazaly, ze we wszystkich grupach réznice miedzy kazda parag metod sg staty-
stycznie istotne.

We wszystkich analizowanych scenariuszach hierarchia rozwigzafi pozostala
niezmienna, co obrazuje ponizsze zestawienie Srednich rang Friedmana (tab.5.52).

Tabela 5.52: Zestawienie Srednich rang Friedmana

Grupa czynnikéw | GEM LFM Referencyjna

weryfikacyjnych 1.00  2.00 3.00
manipulacyjnych 1.00  2.00 3.00
metafizycznych 1.00  2.09 2.91

Najlepsze wyniki konsekwentnie osiagala metoda GEM, ktéra w kazdej gru-
pie uzyskata najnizsza mozliwg Srednig range. Na drugim miejscu uplasowata si¢
metoda LFM, natomiast najnizsza efektywno$¢ odnotowano dla metody referen-
cyjnej. Uzyskane wyniki pokazuja, ze zastosowanie hybrydowych metod ekstrakcji
cech w problemie detekcji dezinformacji statystycznie istotnie poprawia skutecz-
no$¢ detekcji.

Analiza porownawcza z wynikami przedstawionymi w innych pra-
cach naukowych

W niniejszym podrozdziale dokonano analizy poréwnawczej wynikow uzy-
skanych w ramach przeprowadzonych badan z rezultatami dostgpnymi w innych
badaniach naukowych. W analizie tej skupiono si¢ na poréwnaniu wynikéw z
polskim zbiorem Openfact.

W tabeli 5.53 przedstawione zostaly wyniki zaprezentowane w pracy [98].
Wyniki te zawieraja poréwnanie modeli GPT oraz BERT.
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Tabela 5.53: Porownanie modeli na zbiorze OpenFact na podstawie [98]

Model F1 Precision Recall Accuracy
GPT-3 curie fine-tuned curated 0.898 0.948 0.852 0.934
DeBERTa v3 base fine-tuned 0.894 0.978 0.824 0.934
GPT-3 davinci fine-tuned curated 0.876 0.946 0.815 0.921
RoBERTa base fine-tuned 0.862 0.966 0.778 0.915

RoBERTa base fine-tuned with custom  0.860 0.976 0.769 0.915
optimizer layer-wise learning rate de-

cay

LightGBM ensemble of all BERT- 0.854 0.976 0.759 0.912
based models and additional embed-

dings

ELECTRA fine-tuned 0.851 0.954 0.769 0.909
AIBERT large v2 fine-tuned 0.848 0.976 0.750 0.909
DistilBERT base uncased fine-tuned 0.827 0.952 0.731 0.896
GPT-3 curie fine-tuned random 0.826 1.000 0.704 0.899
GPT neo 125M fine-tuned 0.800 0.961 0.685 0.884
GPT-4 few-shot learning 0.788 0.867 0.722 0.868
GPT-4 zero-shot learning 0.778 0.710 0.861 0.833
GPT-4 Chain-of-Thought 0.722 0.574 0.972 0.745
LFM (metoda autorska) 0.8347 0.8554  0.8165 0.8744
GEM (metoda autorska) 0.9047 0.9254 0.8865 0.9444

Analiza uzyskanych wynikéw dla zaproponowanych metod (Tabele 5.11 oraz
5.12) pozwala na interesujace poréwnanie z wynikami modeli opisanych w litera-
turze.

Mimo, ze cz¢$¢ modeli przedstawionych w Tabeli 5.53 to duze modele jg¢-
zykowe (LLM), wyniki uzyskane w niniejszej pracy pokazuja, ze klasyczne al-
gorytmy uczenia maszynowego w potaczeniu z zaproponowanymi hybrydowymi
metodami ekstrakcji cech (LFM i GEM), okazuja si¢ by¢ konkurencyjne, a na-
wet osiagaja lepsze wyniki niz te przedstawione we wspomnianej publikacji. W
szczeg6lnosci analizujac wyniki uzyskane w ramach metody GEM widaé wyrazna
poprawe wynikow.

83

83:19090733



5.5 Analiza wptywu komponentow modelu na otrzymane wyniki

Przeprowadzone badanie wptywu komponentéw modelu miato na celu szcze-
gbtowa analize wptywu poszczegdlnych modutéw zaproponowanych metod. Ce-
lem badania byta ocena synergicznego dziatania wszystkich elementéw zapropo-
nowanych metod oraz ocena wplywu braku ktéregokolwiek z nich na dziatanie
metody. Badanie to zostato przeprowadzone na wszystkich zbiorach danych wy-
korzystanych w niniejszej pracy, a uzyskane wyniki usrednione i przedstawione
ponizej. Jako miar¢ wykorzystano metryke doktadnosci.

@ BERT wn TF-IDF

: e ] 136 —H 122 —H a2

Rysunek 5.1: Usrednione wartosci wptywu komponentow w metodzie LFM

Na wykresie 5.1 zostaly przedstawione wyniki metody LFM. Uzyskane wy-
niki jednoznacznie wskazuja, ze najlepsze rezultaty w tej metodzie osiagane sa w
sytuacji, gdy reprezentacje tekstu pochodzg jednoczesnie z modelu BERT (Distil-
BERT) i TF-IDF. Jak widaé na przedstawionym wykresie zaproponowana metoda
z synergicznym dzialaniem obu komponentéw, osiaga najwyzsze wyniki. Nato-
miast w przypadku scenariusza, w ktérym zabrakto danych z modelu DistilBERT
uzyskane wyniki sg gorsze od 15.49% dla modelu drzew decyzyjnych do 6.29%
dla modelu SVM. Natomiast sama reprezentacja BERT, bez TF-IDF dala rezultaty
nizsze o -1.92% dla drzew decyzyjnych do -1.22% dla modelu XGBoost.

Na wykresie 5.2 zostaty przedstawione wyniki metody GEM. Z analizy otrzy-
manych rezultatéw wynika, Ze najwigkszy negatywny wplyw na otrzymane wyniki
ma usuni¢cie grafu spdjnosci (kolor niebieski). Jego usuniecie powoduje spadek
skutecznosci od -5.83% dla drzew decyzyjnych do az -11.5% dla MLP. Istotne
znaczenie maja rowniez graf wiedzy zewnetrznej (kolor pomaraiczowy) i graf
wynikania logicznego (kolor zielony), ktére najmocniej oslabiaja modele SVM i
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MLP.

Najmniejszy wplyw na wyniki ma usuni¢cie grafu przyczynowo-skutkowego
(kolor szary). Co interesujace, w przypadku modelu XGBoost jego brak powoduje
nawet nieznaczng poprawe wyniku o 1.17%. Najbardziej wrazliwymi na brak
analizowanych komponentéw grafowych okazaty si¢ modele MLP i SVM, gdzie
zanotowano najwieksze taczne spadki skutecznosci.

m Graf spojnosdci mm Graf wynikania logicznego mm Graf przyczynowo-skutkowy mm Graf wiedzy zewnetrznej

15 -
=11/ el
20 SC
=)
s -7.83
-30
Drzewo decyzyjne SVM XGBoost MLP

Rysunek 5.2: Usrednione wartosci wptywu komponentoéw w metodzie GEM

Podsumowujac, analiza wynikéw obu metod uwydatnia znaczenie odpowied-
niego doboru i synergicznego faczenia réznych komponentéw reprezentacji tekstu
(LFM) oraz strategii przetwarzania tekstu (GEM). Takie podejscie jest niezbedne
do osiggnigcia duzej efektywnosci w zadaniach zwigzanych z detekcja dezinfor-
macji, co bezposSrednio przektada si¢ na skutecznos$¢ jej zwalczania. Uzyskane
wyniki jednoznacznie pokazuja, Zze zastosowanie modeli hybrydowych znaczaco
poprawia skuteczno$¢ systemow, w pelni potwierdzajac postawiong w pracy tezg.
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6. Podsumowanie

W niniejszej rozprawie zaproponowano nowe autorskie hybrydowe metody
ekstrakcji cech tekstu przeznaczone do detekcji dezinformacji.

W przediozonej pracy udowodniono stuszno$¢ podejscia polegajacego na
wykorzystaniu metod hybrydowych oraz ich przewage w efektywnosci detekcji
dezinformacji nad metodami bazujacymi na modelach transformerowych. Ponadto
w pracy udowodniono, iz proponowane metody lepiej radzg sobie takze w przy-
padku danych niezbalansowanych. W rozprawie zademonstrowano takze dobra
skuteczno$¢ hybrydowych metod wykrywania dezinformacji na zbiorach danych
w jezykach mniej zasobnych, np. w jezyku polskim.

W pracy potwierdzono hipoteze, ze zastosowanie hybrydowych metod eks-
trakcji cech, taczacych reprezentacje semantyczne, logiczne, kontekstowe oraz
przyczynowo-skutkowe z mechanizmem wag adaptacyjnych, pozwala na istotne
zwigkszenie skutecznosci detekcji dezinformacji w poréwnaniu z podejSciami
opartymi wylacznie na modelach transformerowych. Niniejsza hipotezg potwier-
dzono poprzez wykonanie nast¢pujacych zadari badawczych:

1. Opracowanie hybrydowej metody ekstrakcji cech uwzgledniajacej struk-
ture leksykalng oraz kontekst semantyczny.
To zadanie zostato zrealizowane poprzez opracowanie metody LEFM. Me-
toda ta opiera si¢ na zastosowaniu modelu DistilBERT, ktéry umozliwia
efektywne wychwycenie kontekstu semantycznego w tekscie oraz statystycz-
nej metody TF-IDF, wykorzystywanej do uzyskania reprezentacji tekstu z
uwzglednieniem jego struktury leksykalnej. Dzigki potaczeniu tych dwdch
podej$¢ mozliwe jest stworzenie reprezentacji tekstu, ktéra bierze pod uwage
zaréwno znaczenie stéw w kontekscie, jak i ich wzgledng waznoS$¢ w calym
zbiorze danych. Takie podejScie pozwala na bardziej precyzyjne modelo-
wanie informacji zawartych w tek$cie, uwzgledniajac jednoczesnie aspekty
syntaktyczne i semantyczne.

2. Opracowanie metody aczacej informacje semantyczne, logiczne, kon-
tekstowe oraz przyczynowo-skutkowe w celu poprawy jakosci ekstrakcji
cech.

To zadanie zostato zrealizowane poprzez opracowanie metody GEM, wyko-
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rzystujgcej zintegrowane podejScie oparte na czterech typach graféw repre-
zentujacych rozne aspekty struktury tekstu. Wyniki uzyskane z poszczeg6l-
nych komponentéw zostaly nastepnie zintegrowane w jeden wektor cech,
ktéry odzwierciedla zaréwno znaczenie semantyczne, jak i relacje logiczne
oraz kontekstowe w analizowanym tekScie. Takie potaczenie umozliwito
uzyskanie bogatszej i bardziej informatywnej reprezentacji tekstu, zwigk-
szajacej jakos¢ ekstrakcji informacji w poréwnaniu z podejSciami bazuja-
cymi wylgcznie na pojedynczych modelach semantycznych.

3. Zaprojektowanie mechanizmu wag adaptacyjnych, ktérego celem jest
dostosowanie znaczenia poszczegélnych typow reprezentacji.
To zadanie zostato zrealizowane poprzez zaprojektowanie mechanizmu wag
adaptacyjnych w ramach enkodera (w metodzie LFM) opartego na dwéch
warstwach liniowych z funkcja aktywacji ReLU oraz mechanizmem Dro-
pout. Mechanizm ten umozliwia automatyczne dostosowanie znaczenia po-
szczegblnych typow reprezentacji wejSciowych zaréwno pochodzacych z
modelu BERT, jak i z wektoryzacji TF-IDF. Dzigki zastosowaniu wag adap-
tacyjnych sie¢ moze dynamicznie przyznawa¢ wicksza lub mniejsza istot-
no$¢ kazdej reprezentacji, co pozwala na uzyskanie bardziej precyzyjnej
i informatywnej reprezentacji tekstu. Takie podejScie integruje zalety obu
typow reprezentacji, faczac semantyczng glebie modelu BERT z bardziej
statystycznym podej$ciem TF-IDF.

4. Badanie skuteczno$ci metod hybrydowych w detekcji dezinformacji w
poréwnaniu z referencyjnym podej$ciem opartym wylacznie na mode-
lach transformerowych.

To zadanie zostalo zrealizowane poprzez zastosowanie metod hybrydowych
ekstrakcji cech, ktére wskazujg wyrazng przewage w poréwnaniu z refe-
rencyjnym podejSciem opartym wytacznie na modelach transformerowych.
Analiza eksperymentalna wykazala, ze zastosowanie autorskiej metody
GEM pozwala na uzyskanie ogélnej Srednie skutecznosci wyzszej o okoto
10 punktéw procentowych - 16 p.p. w odniesieniu do referencyjnej metody.
Metoda LFM réwniez zwicksza ogdlng skuteczno$¢ w stosunku do metody
referencyjnej, cho¢ w mniejszym stopniu nizZ ma to miejsce w przypadku
metody GEM. Wyniki uzyskane przez ta metod¢ mieszcza si¢ w przedziale
od 0.77 p.p. (XGBoost) do 11.44 p.p. (SVM). Warto zwréci¢ jednak uwage
na szczegélnie istotne zmiany w metrykach klasy mniejszoSciowej, gdzie
metoda LFM zwigksza F, czuto$¢ oraz zbalansowana doktadno$¢ nawet
o kilkadziesiat punktéw procentowych, co wskazuje na skuteczne radzenie
sobie z problemem niezbalansowanych danych. Metoda GEM nie tylko po-
prawia Fj i czulo$¢ dla obu klas, ale réwniez zwigksza og6lng precyzje, co
przektada si¢ na bardziej zbalansowang i stabilna detekcje dezinformacji.
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W przypadku wszystkich klasyfikatoréw GEM osigga najlepsze wyniki w
wickszo$ci metryk, zapewniajac Srednig poprawe w skutecznoSci o ponad
10 p.p. Wyniki te jednoznacznie potwierdzaja, ze integracja réznych typoéw
reprezentacji cech w metodach hybrydowych znaczaco zwicksza skutecz-
no$¢ detekcji dezinformacji, zar6wno w kontekscie jakosci klasyfikacji, jak
i odpornos$ci na nieréwnomierne roztozenie klas.

5. Przeprowadzenie eksperymentalnej ewaluacji proponowanych metod

hybrydowych w zestawieniu z innymi podejSciami opisanymi w litera-
turze w konteks$cie klasyfikacji dezinformacji.
Przeprowadzona eksperymentalna ewaluacja autorskich metod hybrydo-
wych LFM oraz GEM, w kontekscie klasyfikacji dezinformacji wykazala
wyrazng przewage nad metodami opartymi wytacznie ma modelach trans-
formerowych, w tym GPT-3, GPT-4 czy Electra. Wyniki przedstawione w
literaturze pokazuja, Ze metoda GEM osigga najwyzsza skuteczno$¢ spo-
§réd testowanych podejsé. Natomiast metoda LFM mimo osiggnigcia niz-
szych wynikéw, charakteryzuje si¢ wyzsza rownowaga miedzy precyzja a
czutoécig w poréwnaniu do metod dostepnych w literaturze. Ponadto podej-
Scie to charakteryzuje si¢ odpornoscig na problem niezbalansowania klas.
Uzyskane wyniki i poréwnane z dostepnymi Zrédtami wskazuja, ze integra-
cja réznych typéw reprezentacji cech w metodach hybrydowych znaczaco
zwicksza skuteczno$¢ detekcji dezinformaciji, jak i odporno$¢ na nieréwno-
mierne roztozenie klas.
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