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LIST OF MATHEMATICAL SYMBOLS USED 

Table 1 List of main mathematical symbols used in thesis 

𝐵𝑡𝑜𝑡𝑎𝑙 , 𝐶𝑚𝑎𝑥 total bandwidth of the access point  

𝐵𝑢𝑠𝑒𝑑
<𝑥𝑦𝑧>

 used bandwidth of the class of service 

𝑅𝑟𝑒𝑞, 𝐵𝑥 requested bandwidth of the access point 

Bth resource utilization threshold  
𝐵𝑢𝑡𝑖𝑙 ,  

𝐵𝑢𝑠𝑒𝑑 , 𝑅𝑢𝑠𝑒𝑑  

currently used resources of an access point (e.g. gNB) 

𝐵𝑟𝑒𝑞
𝑘 ,  

𝐵<𝑘> 

bandwidth required by class k, where k can represent: rtPS, UGS, 

GBR, non-GBR, BE 

U threshold value of bandwidth 

𝐷 CAC agent decision  

𝐶𝐻 is the equivalent capacity determined for n-streams 

𝐶(𝑡) value of system capacity in the current time unit 
L packets size 

𝐿𝐵 buffer size 

𝑃𝐵,𝑘 blocking probability of service class 𝑘 

𝑃𝐷,𝑘 droppings probability of service class 𝑘 

𝑃𝐷𝑉,𝑖 IP packets delay variation (jitter) of a connection i 

𝑃𝑙𝑜𝑠𝑠,𝑖 IP packets loss rate of a connection i 

𝑃𝑥
𝑅 Priority in regaining bandwidth share 

𝑑𝐸2𝐸,𝑘 average level of delay experienced by connections of class 𝑘 

𝑛𝑘 number of users of class, where 𝑛 ∈ 𝑁,  𝑘 ∈ 𝐾 

𝑃𝑢𝑠𝑒𝑑  the number of symbols used  by connection P 

𝑆𝑢𝑠𝑒𝑑 resources used by connection P 

𝑆𝑟𝑒𝑞  Number of requested symbols 

𝑆𝑟𝑠𝑣𝑑 Number of reserved symbols 

𝑆𝑚𝑖𝑛 Minimum number of symbols required to serve connection 

𝑆𝑚𝑎𝑥 Maximum number of symbols required to serve connection 

𝑆𝐴𝑙𝑙  number of available symbols (slots) 

𝑆𝑠𝑐ℎ𝑒𝑑  number of scheduled symbols  

𝑆𝑝𝑟𝑒𝑑  number of predicted symbols 

𝛼 symbol reservation factor in range from 0 to 1 

𝛽 Bandwidth reservation factor (used to calculate EBW) 
R TDD frame 

𝑅𝑖(𝑡) is the number of packets that can be carried by one time slot 

𝑇𝑤𝑖𝑛𝑑𝑜𝑤  Length of measurement window for the moving average (regards 

EMAC, ARAC, nscARAC) 

𝑛𝑖,𝑝
𝑃𝑅𝐵 Number of PRBs of UE=i, allocated to AP p 

𝑟𝑖,𝑝 Bitrate of UEi allocated to AP p 

𝑏𝑝𝑘
𝑖  Bitrate request form UEi 
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SE spectral efficiency [b/s/Hz] 

𝑛𝑘 number of k-class users 

𝑛𝑘,𝑟𝑒𝑗 number of user connections rejected in class 𝑘 

𝑛𝑘,𝑎𝑐𝑐  number of user connections accepted in class 𝑘 

F() operator dependent on the set of parameters F=F(A) 

𝐿(), 𝑃() represents the left and right side of the equation, where the L(*) 

represents the characteristics of the system, while the P(*) is set of 

controls which are acting upon the identified system in order to 

assure meeting quality goals 

𝐻 performance characteristics as output values, e.g. the quality of the 

transmission system in wireless networks (QbP/GoS), 

𝐸 elements of transformation of technical conditions of transmission 

in wireless networks (QbP) 

�̅�  �̅� – represents interference between different users   

Θ dynamics of the analysed system 

𝑡 − 𝑡𝑜 time 

𝑠 variable representing controlling, regulating, compensating, 

monitoring, creating, transformative destruction, 

𝑧 technological, social, environmental, accidental and other 

disturbances 

𝐴 control algorithms with the use of the considered concept of solving 

the i-th state of the postulated transmission quality in wireless 

networks (QbP) 

𝑂 delays in the share of the i-th state of the postulated transmission 

quality in wireless networks (QbP) 

𝑁 inaccuracy of elements and realizations in the share of the i-th state 

of the postulated transmission quality in wireless networks (QbP), 

𝑆𝑃𝑖  i-th postulated state of transmission in wireless networks, 

𝑊𝑡𝑗  j-th technical conditions described by the solution concept for the 

postulated state 
𝑞(𝑞1, . . . , 𝑞𝑠) set of input signals, 𝑞

−
∈ 𝑃 and 𝑦 ∈  𝑋, where  𝑓 (𝑞, 𝑦) — 

probability density function of random signals q (on the inputs) and 

y (at output) of a transmission system 

y output signal 
y = [y1 ... yn] signals at the output of the system  

y* =[y*1 ...y*n] signals at the output of the mathematical model 
𝜑(𝑞) 𝜑(𝑞) = [𝜑𝑂 (𝑞) , 𝜑𝑖 (𝑞) . . . 𝜑𝑘 (𝑞)] - arbitrary function of signals 

𝑞,  where 𝜑𝑂 (𝑞) = 1  

𝐵 regression parameters such that 𝐵 =  (𝑏0, 𝑏𝑙 . . . , 𝑏𝑘) 

|| • || norm  

| • | absolute value 

휀−2 mean square error  

X Random variable 
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ABSTRACT 

Based on the achievements and scientific methods of telecommunications, an 

attempt was made to analyse and organize the state of knowledge and practice, 

an original methodology for researching the quality of admission control in future 

wireless networks and the foundations of congestion control was developed. 

Exponential increase in data volumes in wireless systems challenges the current 

networks, designed originally with respect to busy-hours data loads and the 

capacity currently used is expected to undergo important evolution towards dense 

networks which can cope with the currently limiting capacities of the current 

“macro based” systems. 

  

It has been assumed that the scope of system quality foundations (elements, 

relationships, models, algorithms) for admission control in wireless systems, 

wireless network architectures, identifies a strategy for scientific, economic and 

organizational development of global importance (at least from the perspective 

of 6G, which is currently at the heart of research). A strategy that distinguishes 

itself by a clear mission based on the development of knowledge and innovation. 

A vision that focuses on attaining highest quality (also indirectly efficiency, 

harmlessness) of a new innovative, modernized, optimized wireless systems and 

a new telecommunications processes. The above characterized by a purposeful 

process control in pursuit of learning, implementation and management of 

innovative data delivery solutions for wireless domain. Author perceives utility 

of this thesis as a systemic support for the procedures of analysis and assessment 

of the quality and harmlessness of the product and the process of the telco 

infrastructure that is becoming the mean for creating and managing the key 

performance value indicators (e.g. sustainability, energy efficiency, 

trustworthiness) [1]. 

  

The importance of the undertaken topic of reducing harmfulness and increasing 

the quality of the admission control system (efficiency) is strategic for the 

deployed wireless systems and through it also to the national economy, where the 

networks of the future are expected to be ubiquitous (smoothly connected) and 

become a nervous system of the digital economy. Descriptions, concepts of 

problem solutions, as well as the material used to implement these concepts are 

fundamental to telecommunications and information technology science. The 

contribution to the transformation of the new system consists mainly in the 

comprehensive approach to processing user requests for resources (and its later 

regulation/congestion control). Developing the basis for an optimal, modernized 

and innovative selection of data processing (e.g. admission, congestion) control 

space features according to the proprietary method is combined in this thesis with 

developing an original procedure (i.e. supporting the evaluation of the 

effectiveness of operating algorithms) according to the standards of modern 
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knowledge. It also involves creative organization of this knowledge in the field 

of network resource management and control. 

 

STRESZCZENIE 

Dla osiągnięcia celu pracy, sformułowano 5 problemów badawczych, które 

rozwiązano drogą eksperymentu cyfrowego, symulacyjnego, fizycznego z 

uwzględnieniem warunków rzeczywistych oraz laboratoryjnych, a także 

uwzględniając warunki idealizowane (np. za pomocą stworzonego stanowiska do 

emulacji warunków sieciowych w sieciach 4G/5G).  

Wszystkie problemy były skierowane na weryfikację funkcji jakości zmiennych 

systemu komunikacji bezprzewodowej, we wskazanych wyżej warunkach.  

Problemy rozwiązano, uzyskując liczne wyniki dotyczące charakterystyk 

jakościowych tj.: grade of service (GoS), quality of service (QoS), quality of 

experience (QoE) – uwzględniając metryki takie, jak prawdopodobieństwo 

blokady, prawdopodobieństwo przedwczesnego zakończenia połączenia, stopień 

wykorzystania pasma. 

Sformułowano wnioski poznawcze dotyczące algorytmów sterowania jakością w 

kierunku optymalizacji i) jakości sterowania w sieciach bezprzewodowych, ii) 

jakości doświadczanej przez użytkowników takich sieci, iii) warunków 

użytkowania algorytmów w różnych konfiguracjach sieci (np. 4G, 5G, WiFi), 

stosowania algorytmów sterowania przyjmowaniem zgłoszeń, algorytmów 

kontroli przeciążeń oraz algorytmów sterowania ruchem – powyższe w 

odniesieniu do zmiennych takich jak m.in.: próg ochronny zasobów radiowych, 

intensywność napływu zgłoszeń, różne scenariusze jakości sygnału, typy 

przenoszonego ruchu. Osiągnięto sformułowane cele, wskazano również 

możliwości doskonalenia jakości systemów telekomunikacji w warunkach 

mobilnych.  

Stworzone zostały innowacyjne algorytmy, a także propozycje ram/procedur 

badawczych, usprawniające proces ciągłego poprawiania jakości, wg własnego 

pomysłu, algorytmy te zostały przebadane w odpowiednich warunkach. A 

zaproponowane rozwiązania mają charakter użyteczny i praktyczny – co zostało 

potwierdzone na etapie egzemplifikacji i praktykalizacji.  
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KEY TERMS 

Telecommunications - a field of technology and science dealing with the 

transmission of information at a distance using communication means. The legal 

definition contained in the Polish telecommunications law defines 

telecommunications as "broadcasting, receiving or transmitting information, 

regardless of its type, by means of wires, radio or optical waves or other means 

using electromagnetic energy" [2]. The term "telecommunications" was first used 

in 1904 by Édouard Estaunié in the book "Traité pratique de télécommunication 

électrique" ("Practical treatise on electrical telecommunications")[3]. 

 

Congestion – a chronic phenomenon of largely increased intensity of data 

transmission rates, when utilizing means of communication – that is higher than 

the nominal, projected (calculated) capacity of the infrastructure available. 

 

Quality of the transmission control subsystem - applies to the quality variables 

of the admission control system (elements, relations, models, algorithms) in 

device engineering, information transmission installations. This aspect includes 

the indicators of the representative model and reality (practice), their distance in 

research and cognitive space, e.g. Euclidean, accuracy, reliability. The postulated 

state that enables the cognition, description and increase of the utilitarian value 

of complex technical systems, i.e. subsystems of control, information, logistics, 

used and operated in modern telecommunications (4G, 5G/beyond). In terms of 

area, the solutions and research interests of this thesis focus on new technologies: 

purposeful shaping and selection of the design of solutions; shaping and using the 

properties of algorithms as well as its optimization, modernization and innovation 

of transmission system engineering variables (selected elements, relations, 

models, algorithms). Subject-wise, solved problems and tasks are exemplified on 

a group of telecommunication networks and its measurement and functional 

systems with computer-driven processing, measurement and control processes. 
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1 INTRODUCTION 

1.1  ORIGINS OF THE TOPIC 

It was recognized by the author, that based on the achievements and 

scientific methods of telecommunications, an attempt can and should be made to 

analyse, organize the state of knowledge, practice, and develop an original 

methodology for researching the quality of admission (and congestion) control in 

future wireless networks, as well as create the basis for the congestion of wireless 

links in the modern networks. There is already growing and will further intensify 

the chronic phenomenon of higher data volumes that the network was nominally 

designed for (provisioned) which leads to a “data tsunami”, and the networks 

need to be prepared to properly handle it [4]. 

Congestion in data processing, measured by the quality of admitting and 

serving  user traffic demands, occurs on some sections of the network and in 

transmission nodes, especially in the highly populated areas. It is manifested by 

a large reduction in the average traffic speed, long-term congestion, accidental 

spreading of traffic towards neighbouring networks. It is difficult to overcome 

due to the spatial limitations of the overloaded infrastructure and the avalanche 

of traffic in sections affected by congestion. The conditions for the occurrence of 

congestion are: 

• arrival of more senders or recipients (users) at the same time, 

• spending certain resources by users in the form of consumption of 

technical means, other goods, loss of time, 

• the spectral efficiency (bits/Hz/s) must be strictly dependent on the 

underlying technology capabilities. 

The congestion can happen in:  

• access, metro or WAN networks (on the links, nodes, points of presence) 

• in middle-boxes (systems, platforms) 

The congestion in networks will appear in situation where: 

• in areas with insufficient capacity called "bottlenecks", this is called a 

primary congestion; in countries with a high level of computerization, 

there is a special type of primary congestion (it can be called nodal 

congestion), when as a result of exceeding the capacity of a node 

constituting a "bottleneck" in a certain area of the network, ultimately 

traffic is blocked or limited; 

• in places that are not "bottlenecks", but as a result of the occurrence of 

primary congestion, they become congested as a side effect, because the 

traffic bypassing the critical section is directed to other places, causing 

the transmission capacity to be exceeded there as well, this type of 

congestion can be called secondary. 

The scientific development of the foundations for the admission control in radio 
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resource management domain is related to optimizing, modernizing and 

innovative solving of problems occurring in the field of engineering and technical 

sciences. The technical, economic and ecological desirability as well as the 

technological and applicability possibilities of innovations are based on the 

rationale of a designer - so strongly related to mathematical models, novelty of 

solutions and common sense (Figure 1). 

 
Figure 1 Relationships of mathematical models with novelties in: optimization, 

modernization and innovation of problem solving  (Source: [5] 

It is an attempt to answer the question: “How to reasonably (Figure 1) choose 

new ideas, features, parameters of the solution (superb, revolutionary, 

recreational properties), in the broader sense of the novelty of the system 

(elements, relations, models, algorithms), created in the three creative processes: 

1. optimization,  

2. modernization,  

3. innovation,  

in order to maximize product (solution) quality and process efficiency; minimize 

environmental damage”. As can be seen from above figure, the procedures for 

selecting novelties are different for optimization, where they depend mainly on 

the mathematical model and judging criteria, others in modernization - partly 

depend on the mathematical model, partly on new solutions, in innovation - they 

depend mainly on new solutions and fragmentarily on  the mathematical model. 

The topic addressed in this work includes quality, accuracy, reliability in terms 

of mental cognition, formal description and increasing the value of postulated 

states of complex technical systems, i.e. data transmission improved by 

admission/congestion control, its holistic management along with the delivery 

subsystems (e.g. off-the-shelf servers, operation and management procedures) 

used and operated in telecommunications. In terms of problems, interests focus 

on new technologies: deliberate shaping and selection of the architectural means; 

shaping and using the properties of data services as well as optimization, 

modernization and innovation of transmission system engineering variables 

(elements, relations, models, algorithms). Subject-wise, problems and tasks are 

exemplified on a group of transmission network architectures and measurement-

functional systems supported with computer-aided simulation, measurement and 

control processes. The stages of scientific research, the scope of the basics of the 

admission control in the engineering of network controls, network designs (and 

topologies), is a strategy of scientific (Table 2), economic and organizational 

development of global importance as the networks are currently blending with 
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applications and information systems traffic inside cloud, edge platforms. 

Table 2 Characteristics of targeted scientific research strategies 

A strategy distinguished by a mission based on the development of knowledge 

and innovation. A vision of the highest quality (also indirectly efficiency, 

harmlessness) of a new innovative, modernized, optimized product and a new 

process. Purposeful process control in pursuit of learning, implementation and 

management of innovative transmission process devices. It is system support with 

procedures for analysis and assessment of quality and harmlessness. 

The importance of the undertaken aspects of reducing harmfulness and 

increasing the quality of admission control (processing efficiency) is strategic for 

the national economy. Descriptions, concepts of problem solutions, as well as the 

material used to implement these concepts are fundamental to science and 

technology, especially telecommunications. The contribution to the 

transformation of the new system consists mainly in the discovery of a new 

means, a way of processing data. Developing the basis for an optimal, modernized 

and innovative selection of the characteristics of the data processing control space 

according to the proprietary method and developing an original method 

supporting the calculation of the effectiveness of the algorithms for operating 

procedures according to the standards. It also involves creative organization of 

knowledge in the field of network congestion and nodes. 

Stages of 

research 

Applied and goal driven strategy: optimization of 

conditions for improved quality of transmission (minimized 

congestion) 

Title Influence of technical conditions on operational 

characteristics of the network 

Objective Analysis, research and development of technical conditions 

for increasing quality, decreasing congestion in data 

transmission 

Problem 

statement 

What conditions in the technical and data processing  

domains (Wk-p) are necessary to attain the postulated state  

Identifying a 

hypothesis 

The postulated state of quality (admission, congestion) SP, 

can be met under conditions of existence of a new technical 

solution or new data processing W (k-p) 

Hypothesis 

validation 

and 

verification 

Verification and validation by means of analytics and 

research, based on relevant sample size, whether under the 

new conditions  W (k-p), the postulated state can be attained 

SP 

Drawing a 

general 

conclusion 

Actuation of new conditions  W (k-p) leads to the targeted 

postulated state of quality SP.  
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1.2 OBJECTIVE AND PROBLEM ADDRESSED IN THIS 

THESIS 

The aim of the work is: Analysis, Research and Smart Development (based on 

knowledge and innovation [6]) and assessment of the quality of control 

algorithms for accepting and processing requests (congestion) in future wireless 

networks. To achieve the main and additional goals of the work, the research 

problems were formulated: 

1) Problem1: Is it possible to introduce substantive models useful in 

admission (and congestion) control, based on the existing state of 

knowledge about this aspect in wireless networks, assessed with the 

quality norm (difference between the model and reality, according to the 

definition of the standard Q=||x-y||) that will allow to: i) assess the status, 

ii ) indicate directions of development, iii) devise alternative solutions, 

iv) conduct research (with estimation/assessment) and v) propose new 

control models (trends) towards the transition from 4G to 5G and 

subsequent generations 

2) Problem2: Can 4G declaration (DBAC) and measurement (MBAC) 

based admission control algorithms be reused with necessary 

modernizations to be suitable for the 5G/and beyond networks, to 

further optimize the number of users and decrease probabilities (Pb, 

Pd) over existing SOTA? 

In order to achieve the goal and solve two above mentioned research problems, it 

was decided to additionally solve the supplementary research/creative tasks: 

1. Task1 (Chapter 5): How to define a complete, balanced, end-to-end 

evaluation framework for innovative and modernized congestion control 

algorithms (in 4G/5G) to enable appropriate optimizations adapting 

transmitted stream of data to the underlying network capacity (e.g. 

remote monitoring of autonomous cars) for improving capabilities of 

reliable mobile testing in laboratories, based on field test data.  

2. Task2 (Chapter 6): To what extent can quasi-optimization of admission 

and congestion control parameters and algorithms benefit from 

combining it with intelligent, QoE-based traffic control in multi-RAT 

networks using novel RAN controller architectures in the control plane? 

Multiple networks should take into account the aggregation of multiple 

access networks, including in particular OFDMA and CSMA-based 

RATs.  

3. Task3 (Chapter 7): To what extent can the introduction of novel Micro 

Edge Data Center (EMDC) computing platforms combined with AI/ML 

based load prediction and placement algorithms for CU-UP autoscaling 

in disaggregated ORAN-based 5G network slices improve the admissible 

traffic.  
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4. Task4 (Chapter 8): Currently known Measurement-Based Access 

Control (MBAC) algorithms, supported by AI/ML techniques with 

reinforcement learning, MDP, with necessary modernizations, can be 

used to improve CAC solutions in 4G/5G systems and enable formal 

frame to continue its evolution towards covering additional 

characteristics of the future networks?  

5. Task5 (Chapter 7): How to design and implement an effective 

optimization framework that would support the definition of balanced, 

learning-based RRM CAC/CC algorithms in 5G/B5G networks for use 

in edge-micro data centres? 

In order to solve the above stated research problems, and achieve the main goals, 

the necessity and possibility of formulating and solving detailed scientific tasks 

according to the proposed models was considered necessary, in order to assess 

the impact of selected technology features on the quality of control algorithms for 

accepting and processing requests (congestion) in future wireless networks. The 

original research performed by the author in order to respond to the above 

problems, has been delivered in separate chapters – their numbers are given in 

parentheses next to each task. 

1.3 SCOPE OF THE WORK  

Premises for research and foundations of the quality of admission (congestion) 

control, transformation of the wireless system structure, energy and information 

environment as transformations of technical conditions into useful and useless 

states, accumulations, consumption of resources along with emissions to the 

environment, in telecommunications are identified with the totality of changes, 

cognition, and description of a selected set, a whole integrated by network 

admission (and congestion) control. 

1.4 MOTIVATION AND RATIONALE 

The future networks are in the stage of pre-standardization for 6G. The 5G 

networks are already standardized (Rel.15-Rel.17) and currently its evolution i.e. 

5G-Advanced specifications are being defined by the 3GPP (Rel.18-Rel.20).  

Table 3 The evolution of IMT Standards Source: [7] 

 IMT - 2000 IMT - Advanced IMT - 2020 

Rel. Year 2000 2010 2020 

Standards 3G 4G (LTE Advanced) 5G 

Air 

Interfaces 

CDMA, TDMA, 

FDMA 
LTE, WiMAX 5G NR 

Data Rates Up to 2 Mbps Up to 1 Gbps Up to 20 Gbps 

Core 

Networks 

Circuit&Packet 

Switched core 

Evolved Packet Core 

(EPC) 

Software Defined Network 

(SDN)& Network 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

22 

 

network Function Virtualization 

(NFV) 

The Table 3 shows a simple comparison of the existing ITU standards for the 

recent wireless network evolution. It is evident that the next generation (6G) 

stable standards are expected similarly around 2030 to keep the pace of per 

decade evolution. The key point to notice is a) the fact that with 5G networks are 

becoming software driven (SDN, NFV) but the data rate is increasing rather due 

to accessing more spectrum (e.g. dual connectivity, spectrum sharing, multi-

carrier, mmWaves with extreme spectrum sizes). The physical layer is largely the 

same (OFDMA based), but the main changes are touching upon delivery of 

guaranteed (below 1ms) end-to-end delays so that services like deterministic 

networking or in general the URLLC (and extreme version of it), massive MIMO 

with beamforming/precoding and in general the macro access network 

investments. At the time of this thesis submission the essential research direction 

concentrates on the existing visions towards the 6G. The latter set of 

specifications is expected to be delivered in the years 2025-2028. This way the 

early trials of new generation solutions are expected in the years 2028-2030 and 

the commercial launches will only be able to start in 2030+. From the perspective 

of EC-funded research directions the major focus for the scope can be realized 

based on the topics covered by scientific research and innovation agendas (SRIA) 

and current and future calls for proposals (Horizon Europe, SNS JU, KDT, etc). 

The main interest of the future research are the following [8]: 

• More widespread use of AI/ML algorithms in the edge-cloud continuum 

(towards deep-edge, with IoT devices) [9] 

• Efficient resource allocation for multi-tenant, multi-RAT in the more 

dynamic and changing network topologies and without constraints on 

particular access-network 

• Multiple access techniques such as NOMA and RSMA  

• Network programmability and open APIs to allow researchers to deliver 

novel algorithms  

• Network architecture is currently driven by the open-RAN initiatives (e.g. 

ORAN Alliance, TIP Alliance) which introduce the multiple feedback-loop 

architectures based on intelligent controllers (nearRT-RIC, nonRT-RIC – and 

soon also real-time RIC will be necessary), where the network interface or 

control functions are exposed over the north-bound API of the RIC to allow 

researchers and developers create (and replace) RAN functions by means of 

dedicated applications – xApps [10] 

• There are intense works on the new communication paradigm called cell-

free, where resource management and allocation are benefiting largely from 

the fact that current 5G networks are largely virtualized and thus also 

centralized. Cell-free enables network coverage without the cell borders, as 

all the access points are belonging to a cluster (or clusters) that shares 

resources among its APs [11], [12] 
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In January 2023, the three new research projects (6G-XR, 6G-SANDBOX, 6G-

BRICKS)1 were launched by the EU Commission in order to develop and deliver 

6G testbeds which will boost the pace of delivering 6G research solutions to be 

used by researchers and experimenters all around the world. From the perspective 

of the status of existing networks, it is predicted that the capacity of legacy 

cellular systems will soon be threatened without triggering a substantial progress 

in densifying the current networks [13]. In order to be able to deliver the promise 

of “ultra-dense” networks (UDN) there need to be adaptive (or even disruptive) 

changes in the way of provisioning and operating wireless systems. The critical 

foreseen consequences of densification are e.g. the “high intensity of handovers”, 

“increased interference level” – they need to be addressed to assure successful 

evolution. The ongoing EU-funded projects (H2020 DAEMON [14], H2020 

MARSAL [15]) focus on the introduction of cell-free and distributed cell-free 

mMIMO - the novel paradigm that can have significant influence on the 

possibility of introducing truly ultra-dense networks. Together with existing 

state-of-the-art literature that also highlights the importance of this research 

direction, it is providing evidence of performance improvements (capacity 

increase, interference removal) by delivering novel mechanisms and techniques 

for scheduling, precoding, mMIMO and more (Zhang et al., 2017)[10]. 

Among all the radio resource management (RRM) mechanisms both 

admission (congestion) control and scheduling are among the most essential 

ones that are recommended, but not specified in details by standards of 

3GPP - that is why vendors deliver proprietary solutions based on own goals and 

experiences. Although the schedulers used by major vendors revolve around: 

round robin, fair schedulers, priority schedulers and so on from ca. 15-20 years 

already in the cellular systems [18][19]. 

With the introduction of open-RAN architectures and 5G deployments, it 

becomes feasible to define 3rd party control applications, so-called xApps, 

enabling execution within the RAN intelligent controller (RIC) architecture, to 

manage various 5G/6G RAN functions and mechanisms including: admission 

control, as well as scheduling in the MAC (and other algorithms of radio stack), 

but also other traffic steering related functionalities [20]. The fact that 

architectures implementing wireless systems evolve towards open-RAN, 

virtualization and centralization, creates the need for the combined approach to 

admission control that manages in parallel: radio resources, computation 

resources, network resources in combination with elements such as orchestration 

(e.g. ETSI MANO, Kubernetes)  - becomes essential requirement in order to 

enable sustainable and truly elastic edge computing experiences [21], [22], [23]. 

Availability of such architectural elements like RIC, E2-interface, xApps 

contribute to increased potential of innovation in the area of future RAN networks 

[24]. 

The standardization of 6G (at time of writing the thesis the 3GPP Release 17 is 

 
1 https://6g-Sandbox.eu/, https://6g-bricks.eu/ and  https://www.6g-xr.eu/ 

https://6g-sandbox.eu/
https://6g-bricks.eu/
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being finalized) is still in the planning stage by the 3GPP and is expected to be 

concluded during the years 2025-2028. Decisions about its features, that can 

support the massive number of devices (e.g. the massive Machine Type 

Communication), like e.g. the introduction of non-orthogonal multiple-access 

schemes like NOMA or RSMA are still to be made, among other waveform 

adjustments. Meanwhile it will be beneficial to consider hybrid approaches of 

combining OMA and NOMA in future wireless systems [25], [26], (Liu et al., 

2022). The big vendors contributing to 3GPP specification like e.g. Samsung are 

not widely sharing yet the clear indication of the directions for implementing e.g. 

the NOMA (RSMA) in the future user terminals. This indication was collected 

by author in one of the recent IEEE conferences on telecommunication standards 

in Thessaloniki, Greece (December 2022) by directly asking such question to the 

head of R&D. The response provided was suggesting that at the moment there is 

not year clear plan for the next steps related to NOMA. 

Numerous whitepapers issued recently by the 5G-PPP Alliance, are targeting ML 

and AI as the crucial enablers of beyond-5G networks, as well as the novel 

architectures that are required to introduce future 6G networks build around 

paradigms of the cell-free, distributed cell-free and mMIMO. Moreover, it is 

becoming substantial for the future networks to be able to deliver models of 

various network components, in order to improve the quality of network control 

and management by digital twinning, prediction and learning (https://6g-

Sandbox.Eu/, 2023). Besides the recent whitepaper by 5G-PPP identified main 

pillars for the 6G definition: intelligent connected management and control, 

programmability, integrated sensing and communications, reduction of energy 

footprint, trustworthy infrastructure, scalability and affordability [29][30]. 

Also the future networks consider the aspect of ubiquitous access enabled by the 

combination of multiple wireless network access technologies in a shape of a 

multi-RAT (e.g. dual connectivity, LTE/WiFi coexistence (LWA), LWIP, 

cooperation with NTN networks, cooperation with the WPAN networks like e.g 

LoRA WAN). This approach combines resources of many RATs and provides 

them to users in either access network domain (AN) or backhaul network (BH) 

domain. Thanks to combining and integrating the networks the user access to data 

becomes more resilient to disruptions due to coverage, mobility or interference 

losses in the area (Manjeshwar et al., 2019), [32], [33], [34].  

To summarize the above status of the trends in network evolution, the author 

identifies the need to systematically deal with the topic of admission control and 

congestion control for future networks. This need results from the following 

premises: 

• Network densification leads to novel challenges for controlling network 

admission due to large increase in small cells, which leads to multiple 

handovers or zero handovers in the case of cell-free architectures and 

schedulers 

• User QoE as the essential KPI should be properly considered in future 

network control and management. It is especially important for the networks 
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where multiple-RAT techniques are existing (e.g. OFDMA based and CSMA 

based) 

• As networks become more and more augmented with AI/ML solutions (i.e. 

data-driven) as well as they become SW-driven, there increases the role of 

joint analysis and optimization of multiple resource types: computing, 

radio and network level. It is not enough to focus on the selected dimension 

solely. Especially since new hardware nodes are being designed in Europe 

(e.g. edge micro data centre) while the virtualized networks become subject 

to elastic network scaling and migration. 

• In addition, it is required to revisit and validate existing frameworks that 

address network automation and optimization in order to consider the 

critical role of traffic prediction and modelling by means of existing ML 

algorithms for the virtualized RAN networks. 

• In order to accommodate fast growing amount of IoT terminals new 

waveforms and multiple-access techniques (e.g. NOMA, RSMA) are 

recently under investigation. This trend addresses the needs to boost the 

ability of networks to deal with intense growth of number of end-terminals, 

and utilize spectrum resources more efficiently. 

1.5 THESIS GOALS, AND THE SCOPE OF WORK 

The solution presented in the dissertation concerns the use of machine learning 

methods (based on MDP) to control the admission of connection-requests in 

wireless networks 5G/beyond-5G for connections carrying an IP traffic. The 

research thesis addressed in this dissertation is: 

The existing technical conditions in 5G/beyond-5G open-RAN networks, can 

be improved, e.g. by modifying the algorithms managing admission and 

congestion control, both: i) based on declarations and ii) supported by 

measurements - and the expected result will be the improvement of 

operational characteristics, including the performance (quality) of networks 

with respect to efficient use of radio, computing and networking resources.  

It is possible to define and implement such algorithms supported by 

measurements (and declarations), based on machine learning and Markov's 

Decision Processes (MDP) theory, and augmented by QoE feedback, which 

ensure quality similar to legacy algorithms, but give greater opportunities for the 

development of efficiency and quality of telecommunications services. In 

addition, especially wireless systems implemented in accordance with the NOMA 

and hybrid NOMA/OMA paradigm require specific solutions for admission 

control.  

To prove the above-mentioned thesis, simulation, measurements in the field and 

analytical tools were used as well as incorporating mathematical apparatus 

appropriate for the theory of probability and stochastic processes, statistical 

model definition, regression/non-linear function modelling with artificial neural 
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networks and machine learning with reinforcement. 

1.6 THE RESEARCH PLAN, ACHIEVEMENTS, AND 

ORIGINAL PAPERS 

To make it possible to achieve the above goals (thus proving the above thesis) the 

author first, planned a set of clear steps towards being able to respond to the 

research questions identified in section (1.2), covering: 

1. Analysis of the prior art related to mechanisms of: the physical layer (PHY), 

link layer (MAC), NOMA multiple access techniques, traffic steering for 

QoE optimization in multi-RAT environment and in particular CAC 

algorithms in 4G/5G/beyond-5G networks  

2. Selection, conceptualization, and modernization (with semi-

optimization) of admission control algorithms for the purpose of defining 

guidelines for own research and methodological assumptions for their more 

effective use in networks compliant with 5G standards and in next-generation 

networks 

3. Design and development of a research environment for pursuing own 

simulation, emulation and analytical studies (e.g. Matlab, ns2, Linux) and the 

test methodology supporting the research process 

4. Testing of modified algorithms via analytical and simulation means and 

proposing a suitable design and development methodology by modifying 

(upgrading) structures and parameters (including comparison with the prior 

art), towards improving the performance indicators of admission control in 

future networks. 

Upon executing and fulfilling the above-mentioned stages and after solving the 

research problems defined in section 1.2, it will be feasible to assume that the 

goals of the thesis titled „Call admission control in the future wireless networks” 

have been accomplished. The research work leading to the provision of responses 

to the research questions mentioned in section 1.2, has allowed author to deliver 

the following set of original achievements beyond state of art: 

• Achievement1: An analysis of the state of knowledge was carried out, 

innovative solutions were proposed in the form of the Design and validation 

of modernized DBAC based admission control algorithms for 4G/5G/B5G 

• Achievement2: An analysis of the state of knowledge was carried out, 

innovative solutions were proposed in the form of the Design and validation 

of modernized, learning based MBAC based admission control algorithms 

for 4G/5G/B5G 

• Achievement3: An analysis of the state of knowledge was carried out, 

innovative solutions were proposed in the form of the Design and validation 

of the E2E framework enabling evaluation of admission and congestion 

control algorithms for the 4G/5G/B5G networks, with original HW module 

for collecting real-life network measurements 
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• Achievement4: An analysis of the state of knowledge was carried out, 

innovative solutions were proposed in the form of the Design and validation 

of the QoE based traffic steering algorithm to support congestion and 

admission control in multi-RAT networks supporting both OFDM-based and 

CSMA multiple access (e.g. 4G and WiFi) 

• Achievement5: An analysis of the state of knowledge was carried out, 

innovative solutions were proposed in the form of the Design and validation 

of data-driven workload prediction and placement algorithm based on LSTM, 

N-Beats and ARIMA to support connection admission in EMDC-based 

deployments of 5G/B5G networks based on open-RAN paradigm 

• Achievement6: An analysis of the state of knowledge was carried out, 

innovative solutions were proposed in the form of the 5G vRAN product 

extension with the proposed admission control algorithm for 5G, combined 

with intelligent trigger to activate CU-UP autoscaling in the 5G virtual RAN 

mobile network. 

1.7 PAPERS AUTHORED AND CO-AUTHORED BY THE 

AUTHOR 

During the stage of working towards contributing to the research questions 

supporting the thesis defined in this work, the following original paper by author 

have been submitted, reviewed and accepted at various conferences and journals:  

• Papers demonstrating CAC algorithm modernizations [35] 

[36][37][38][39][37][40] 

• Papers demonstrating authors’ achievements related to measurement tools 

and frameworks [41]  [42] 

• Papers describing NOMA state-of-the-art [43] 

• Papers describing multi-RAT radio controller [44] 

• Papers dealing with challenges behind introducing virtualized RAN networks 

(4G, 5G) into the edge dedicated server designs (e.g. scaling, workload 

prediction and placement) [45], [46] 

• Paper related to sustainability of 6G networks in the view of  "loose coupling" 

theory [47]. 

Moreover, the topic addressed in this thesis has been successfully applied in the 

context of research projects e.g.: NCBiR RATfor5G+, ECSEL JU BRAINE, 

H2020 ORCA, EUREKA-CELTIC MITSU, FP7 DaVinci. In particular the topics 

related to admission control in various research projects in the past were: i) 

admission control for 3G in the EuQoS FP7 project, ii) admission control for 

service oriented overlay network for military VHF/UHF networks in the EDA 

TACTICS project, iii) admission control for WiMAX networks when the 4G 

standards were established around 2011, iv) admission control in 5G networks in 

the H2020 5G Essence/EuWireless, v) admission control combined with the 

workload prediction in the 6G-SANDBOX for the 6G. This way author has not 
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only been observing various trends in the network evolution but has particularly 

been engaged in contributing to such developments, discussions and analyses 

actively. Summary of the contribution these projects made, into the topic of 

admission control are presented in the chapter 2. 

1.8 STRUCTURE OF THE THESIS 

The reminder of the thesis is structured as follows: chapter 2 presents the results 

of desktop research, chapter 3 introduced methodology underlying the research 

work, chapter 4 deals with non-learning CAC algorithm for compensation of 

MCS and mobility related user activity, chapter 5 introduces the framework to 

deal with lab-based emulation of any 4G/5G/beyond network channel models, 

chapter 6 deals with the algorithms for multi-RAT based switching of user traffic, 

chapter 7 introduces the learning framework to support the extension of CAC 

algorithms with the measurement-basaed prediction of load, chapter 8 introduced 

learning based design of admission control agents, chapters 9 and 10 perform 

discussion of results achieved in the chapters 4-8, and eventually the chapter 11 

provides list of references.  
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2 STATE OF THE ART ANALYSIS 

2.1 INTRODUCTION TO ADMISSION AND CONGESTION 

CONTROL ROLE 

In each telecommunications network that is using shared resources (buffers, 

bandwidth, processors), it is crucial to ensure the ability to effectively monitor 

and control (i.e. regulate) such resource [48]. The lack of mechanisms to ensure 

effective sharing leads to the degradation of resources (Figure 2). The 

performance of telecommunication networks [49] (both wired and wireless) can 

be degraded by overloads caused by e.g. competing for access to scarce resources. 

The theoretical consequences of such a state affect both the connection and the 

packet levels. A graphical interpretation of the impact of regulation mechanisms 

on network throughput is presented in the Figure 2. 

 

Figure 2 The role of controls in networks [48] 

In broadband wireless networks such as 4G, 5G, congestion occurs when the 

traffic offered exceeds the total capacity of the network, so it is unable to meet 

network performance requirements and negotiated QoS commitments for current 

connections and /or new submissions. While in modern wireless systems the 

wireless network capacity itself is by definition variable over time (Figure 12). 

This way the role of control mechanisms, among others, is to prevent the 

acceptance of requests that in the current state of resource utilization lead to the 

occurrence of overload. Two possible strategies for traffic regulation exist [50]: 

(i) traffic management on the infrastructure side (i.e. traffic multiplexing in 

routers, base stations, access points, etc.) or (ii) stream adaptation directly on the 

transmitting side (compression). In the first approach, the regulation of the 

offered stream or the serviced stream takes place in the intermediary node - 

described as closed-loop regulation. An alternative is to adapt the traffic at the 
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source (e.g. adapting the video stream at the transmitter, as described in [51], in 

order to reduce the demand for bandwidth. In such an approach, additional traffic 

regulation on the side of the intermediary node (multiplexer) may be inadvisable, 

because due to the adaptation, the traffic coming out of the source will have low 

entropy. However, also in this case there is no guarantee of smooth handling of 

the traffic offered with the assurance that the buffers will not exceed a certain 

level (𝐿𝐵) such that Pr (𝑋 ≥ 𝐿𝐵), where X is a random process describing the 

influx of packets to the buffer. The latter approach is referred to as open loop 

control. The control on the infrastructure side allows for processing a larger 

volume of offered traffic (maximum load) - i.e. even twice as large as for stream 

adaptation in the source. On the other hand, the maximum level of offered traffic 

that a node will be able to handle depends on the acceptable limit value of packet 

delay in the queues [50, p. 6]. 

The traffic control mechanisms are necessary to both, guarantee the quality of 

services provided in the network, and on the other hand, ensure an appropriate 

level of use of network resources on the side of an operator. The ITU-T 

organization specification [52] emphasizes that the set of target traffic control 

mechanisms and congestion control should be implemented using solutions with 

the lowest possible computational complexity, ensuring the maximum utilization 

of network resources. Connection Admission Control (CAC) has multiple 

definitions, e.g.: i) “the set of actions taken by the network during the call 

establishment phase (or during call re negotiation phase) in order to establish 

whether a virtual channel/virtual path connection request can be accepted or 

rejected (or whether a request for re-allocation can be accommodated)” [52] ii) 

“one of the Radio Resource Management techniques - a set of methods that 

manage the usage of radio resources and intends to assure QoS and maximize 

the overall system capacity. The objective of CAC is to maintain a certain level 

of QoS to the different calls by limiting the number of ongoing calls in the 

network” [53]. On the other hand this mechanism is based on a set of actions 

taken by the network when establishing a connection (or during the negotiation 

stage of a new connection) in order to decide on acceptance and also includes 

choosing an end-to-end path. Proper operation of the CAC mechanism guarantees 

that the acceptance of a new request will not deteriorate the quality of already 

handled connections [54]. Thus, it allows to control the load in the network and 

avoid overloads [55]. With regards to the user-plane congestion control in 

standards of 3GPP there is already the RAN user plane congestion information 

from the RAN Congestion Awareness Function (RCAF) [56]. In general, 

congestion in wired networks can be caused by: 

• above normative fluctuations of traffic flows, 

• network faults. 

On the other hand, in next-generation networks (NGN), it is essential to identify 

and allocate resources for priority connections, especially in the event of network 

failure or congestion. This assumption is the basis for the traditional 
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understanding of the role of control mechanisms for accepting requests for 

priority calls [57]. In turn, from the perspective of classification of the CAC 

mechanism, it is considered as one of the radio resource management (RRM) 

techniques. As an essential part of radio resource management (RRM) 

mechanisms, resource control is needed in various layers of the standard 3GPP 

protocol stack. The higher layers of the radio stack (PDCP, RRC and MAC) are 

dealing with the user admission combined with the related resource allocation for 

more details refer to Figure 4 and section 2.2.2). Mechanisms in the stack 

important for admission control also reside in the MAC layer of mobile wireless 

networks. The latter layer among others, deals with resource allocation, 

modulation and coding scheme selection, power control of uplink transmissions 

and handover control, respectively. The MAC layer scheduling allocates 

resources (time, frequency) for both uplink and downlink transmission and 

operates in each TTI interval, so a timescale of milliseconds range - similar to 

one sub-frame of standard LTE system. As some novel mechanisms like cell-free, 

i.e. the cooperative RRM approach, are appearing aligned with the emergence of 

open RAN interfaces [58], the role of radio access network controller (RAN 

controller) is growing. Also considering that the 6G will mean broader 

coexistence of multiple domains (access, core, optical with wireless, cellular with 

cell-free). Historically it was not always the case, and in the 4G/5G networks it 

was arbitrarily decided to remove RAN controller and make base station more 

autonomous – i.e. self-focused. The limited access to controller functionalities, 

or centralization of processing in today’s networks creates situation of 

competitive resource allocation and thus more interferences. Some recent 

techniques further empower this trend and rather augment it with various novel 

techniques like mMIMO, COMP [59]. Also the novel multiple access techniques 

of NOMA, RSMA are not removing the source of interference but instead they 

augment the frequency selectivity with additional capabilities to superimpose 

multiple signals where particular resource (physical resource block) may not get 

high gain channel at given time [43]. Organizations like O-RAN Alliance [58] 

are actually understanding the need to have RAN controller, and define the so 

called near real-time (nearRT) and non real-time (nonRT) RAN intelligent 

controllers into the open-RAN architecture. The latter is very active trend with 

vast market share expected in coming years, although many legacy vendors are 

still not fully supporting this trend due to own motivation. Still technically both 

ORAN and 3GPP foresee the important role of providing multiple options of 

functional splits within the RAN stack of 5G and beyond to make the stack more 

agile and flexible.  
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Figure 3 The functional split based architecture evolution from 4G to 5G (Source: [60]) 

The most recognized splits (Figure 3) are: split 7.2 based on eCPRI (between 

PHY-high and PHY-low), split 6 (between PHY and MAC layers) and the split 2 

(between PDCP and RLC) [60]. Owing to splits in this thesis author will be 

mainly targeting the split 2, in particular CU-UP function and its offloading, in 

order to assure additional level of computing resources control especially in the 

locations at the edge of the network. Irrespective of the splits applied in the 

networks the RRM mechanisms are operated in different protocols of the stack 

(Figure 4). The interface between the CU and DUs carries data, configuration, 

and scheduling related information. The role of scheduler is the fine-grained 

resource allocation (milliseconds timescale) and the congestion control on the 

other hand is dealing with some milliseconds-seconds scale, traffic adaptations.  

2.2 ADMISSION CONTROL AS PART OF RRM FRAMEWORK 

The admission control, congestion control and traffic steering are closely related 

and they are key consideration of this thesis (Figure 4). The scheduling is natural 

extension of the CAC algorithms but it will not be the focus of this work. The 

time scale constituting the time horizon of the CAC algorithms covers the units 

from seconds, through minutes to hours in the extreme case. Other time scales 

are expressed in the following ranges: i) cell/packet transmission time (μsec-

msec), ii) end-to-end propagation time (msec-sec), iii) connection duration (sec-

min) and eventually iv) time between network reconfigurations (days-weeks).  
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Figure 4 Time scales vs RRM functionalities, functional splits (Source: own) 

Regarding the higher layer RRM mechanisms and owing to ORAN specifications 

e.g., RAN slicing, slice scheduling, admission control, handover management, 

mobility management can nowadays be developed as special purpose functions, 

so called xApp – applications. These xApps are located at the north bound 

interface of the RIC controller of ORAN [61]. Such control applications are 

executed enabling interactions with the radio stack with granularity of ca. 10-

100ms delay (whether regarding DU or CU). The xApp can be run in  near-RT 

RIC by collecting the parameters from the MAC layer and PHY layer through E2 

interface.  

2.2.1 Elements of CAC subsystem 

The general diagram of the functioning of the admission control algorithms, 

regardless of the type of network in which they operate, is shown in the Figure 5. 

Depending on the type of radio system, the resources to be controlled will be e.g.: 

frequencies, time slots, computing resources or spreading codes. Each base 

station has allocated resources (channels) and their allocation can be static or 

dynamic. 

Congestion control 

Admission control 

MAC layer 

including 

scheduler 

Interference 

Management 
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Figure 5 Model of admission control subsystem (Source: author own adaptation based on 

[62]) 

Declaration-based admission control algorithms (DBAC) for traffic estimation 

use the quality parameters of the stream, as indicated in its traffic descriptor (D). 

Such a solution does not require the presence of a traffic estimator, because the 

estimation boils down to summing up the nominal QoS values, carried by the 

traffic descriptors of current connections. Due to the above assumption, the 

implementation of the DBAC algorithm is simplified, when compared to 

mechanisms that take into account the real values of instantaneous traffic 

characteristics. This translates into a greater simplicity of implementation of such 

solutions, but this is at the expense of efficiency and the efficiency of using the 

bit rate will be lower compared to systems based on measurement (measurement 

based admission control - MBAC). The MBAC algorithm performs ongoing 

measurement of both traffic flows and the real capacity of the system in a given 

measurement period, a typical measurement includes the following blocks: 

• estimation of traffic streams - in terms of system load, characteristics of 

individual streams, number of streams 

• system resource estimation – the task of this functional block is to answer 

the question of how many resources are left in the system (i.e. at the level 

of the physical layer), and therefore whether the system is able to handle 

an additional request. However, the available resources will be measured 

in different ways depending on the specifics of the system: OVSF codes 

(for CDMA systems), available bit rate (wired and wireless networks), 

base station transmitting power, cell interference level, etc. 

The final decision to accept or reject a new (or transferred) connection is based 

on information from the both of above mentioned functional blocks, in 

conjunction with the information contained in the request's traffic descriptors, and 

the quality requirements for a given service class (often in the form of target 

values of traffic parameters). The latter characterize declared parameters that 
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determine the worst-case behaviour (the so-called deterministic envelope) of e.g. 

streaming traffic. Examples of such characteristics can be expressed through the 

parameters of the "Token Bucket" (Double Token Bucket) mechanism. A token 

bucket can be described by the three parameters {SR, BSS, m}. SR is the 

maximum (sustainable) bit rate [bps], BSS is the token bucket size for SR [bytes], 

m is the maximum input bit rate [bytes].  

Typical decisions of the CAC control algorithm include (after [63]): (i) 

acceptance of the requested level of QoS resources, (ii) partial acceptance of the 

requested QoS resources, (iii) conditional acceptance or finally (iv) rejection of 

the request. In broadband wireless systems, system load and transmission 

conditions vary over time. Usually admission considers a Class of service – i.e. 

an indirect classification of the incoming packet stream to the appropriate traffic 

handling class in the device. The application control agent (CAC) maintains a 

database of streams with given characteristics belonging to appropriate classes 

(the so-called MIB - configuration and management information database) [64]. 

Therefore, to enable the system to adapt to dynamically changing conditions, the 

system resource estimator should be based on channel state information, obtained 

at regular intervals from the physical layer (and MAC) [53, p. 45]. From the 

architectural perspective, the following are crucial for proper resource 

management: (1) building and updating a traffic profile in the traffic estimator, 

(2) current measurement of the bandwidth effectively available in the cell, and 

(3) a properly designed controller (see the "Decision logic" block in Figure 5). 

Building traffic profiles has been described, among others, in in the works of  [65], 

[66]. 

In the literature, the term "admission control policy" is understood as a process 

of regulating the volume of network traffic, while ensuring the quality of 

connections. Most of the described CAC policies focus on regulating: the level 

of bandwidth utilization (BW utilization), the total number of connections made 

and the number of packets/bits sent in a given network per unit of time [67]. When 

a certain limit of resource utilization is reached, further acceptance of new 

connections may be blocked, at least until one of the ongoing connections is 

terminated. Based on such a definition of the CAC policy, the problem of resource 

allocation in wireless broadband networks can be formulated as the task of 

identifying the optimal policy, which takes as input the number of connected end 

users, the number of service classes and the available bandwidth and makes a 

decision on the efficient allocation of resources. 

2.2.2 Admission control stages 

In the 4G/5G system admission control takes place at an AP, at a reception of the 

particular signalling messages listed in the Table 4. The concept of QoS in 5G is 

based on the notion of flows, whereas in 4G it is based on bearers. The table also 

indicates what kind of the admission control takes place at the reception of a 

message. It is important to highlight that the admission control events are 
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happening (based on 3GPP specifications) at the radio resource control (RRC) 

signalling connection request, as well as at the handover. There are two 

distinctive stages: 

• UE Admission Control: it is executed when the new signalling bearers 

e.g. SRB1 and SRB2 setup is performed (including PDCP and RLC 

entity establishment) 

• Bearer Admission Control: in this case the data connection, so called 

new data-bearer is setup DRB (including PDCP and RLC entity 

establishment but also check if the eNB/gNB is able to support the 

requested bitrate). 

The “RRC reestablishment” will not be very interesting here as it is related to 

failures (e.g. radio-link, handover, reconfiguration). Formally also the handover 

related requests should be considered when thinking about mobile users 

switching between cell sites. The bearer level admission will become crucial as 

the network density is expected to grow in the next years intensively to manage 

the exponential growth of traffic demand by users [4].  

 
Figure 6 The concept of QoS in 5G (Source : [68]) 

That is why in chapter 4 author will be addressing the admission control while 

dealing with more intense changes of cells, when a user is moving across sites 

which will be smaller due to increased density – e.g. micro or even femto/pico-

cells. In such case the intensity of handovers may increase beyond what is 

experienced in the current networks, without alternatively having implemented 

complete cooperative RRM with cell-free as an alternative approach relying on 

5G disaggregated ORAN networks [69], [70]. 

Table 4 Admission control – the two stages of execution in 4G/5G (Source: [71]) 

Protocol and message UE AC Bearer AC 

RRC CONNECTION REQUEST Yes No 
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RRC CONNECTION RE-ESTABLISHMENT  

REQUEST 
Yes Yes 

S1AP INITIAL CONTEXT SETUP REQUEST No Yes 

S1AP E-RAB SETUP REQUEST No Yes 

X2AP HANDOVER REQUEST Yes Yes 

S1AP HANDOVER REQUEST Yes Yes 

Typically, an operator defines CAC behaviour based on set of inputs (from UE 

and RAN) and control parameters – the most popular parameters regarding the 

commercial networks are summarized in Figure 7. The usual inputs cover the 

requested quality profile (quality class indicator - QCI) and reason for admission 

(connection establishment, handover) and these values are compared against the 

current CPU, memory, cell and networks loads to check the remaining resources. 

The parameters of admission control usually cover: i) number of UEs per cell, ii) 

maximum CPU load, iii) available radio resources threshold, iv) maximum load 

per class of service and/or GBR. The decision rule normally just identifies the 

requested type of service (GBR and non-GBR) to understand what threshold shall 

be tracked and compares its current load against the maximum available load. 

Maximum number of UE per cell depends on the number of configured physical 

uplink control channels i.e. PUCCHs. The parameters considered for this thesis 

will be presented in the chapter 3, where own research methodology is provided. 

 

Figure 7 A typical set of inputs/parameters considered for an admission control in 4G/5G 

(Source: own based on [71]) 

The baseline admission control rule will control the cell capacity with number of 

RBs in the cell that indicates the maximum available number of physical resource 

blocks (PRB) and an average throughput per PRB as a reflection of spectral 

efficiency on a set of subcarrier frequencies composing a PRB. The cell-load is 
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divided between GBR connections maximum load (threshold based) and the 

overall attainable load in the cell. The crucial fact is that the cell capacity may 

change as a result of carrier bandwidth change and the change of average 

throughput per RB.  

2.3 CAC - DECISION RULES 

The quality of traffic flows (QoS) determines the expectations of the user of a 

given type of service and depends on the type of traffic. Such requirements are 

often defined indirectly, i.e. by assigning a stream to a specific class of traffic 

handling. User expectations are usually evaluated on the basis of two scales: 

objective (service quality parameters described in the SLA) or subjective (MOS 

scale for VoIP, PSNR for video, etc.). However, from the perspective of CAC 

algorithms, subjective metrics and QoS metrics should be considered depending 

on the type of service, and particular system (4G, 5G, B5G) i.e.: 

• for streaming traffic: packet loss level, delays (mean value, variance, 

quantiles), bit rate 

• for flexible traffic: packet loss level, delay (mean value, variance, 

quantiles), priority 

The problem of effectively ensuring the QoS level for connections in packet-

switched networks results from e.g. : 

• variety of applications (e.g. VBR, CBR) 

• reliability of mobility models 

• volatility of the number of transferred calls (handover) 

• user mobility 

• the effectiveness of the worst case description 

• statistical multiplexing 

• the presence of flexible movement 

• lack of a strictly defined connection path 

• multicast connections 

• the existence of inter-domain connections (causing the need to ensure 

interoperability and compatibility of the models and mechanisms used to 

guarantee QoS) 

• scalability of network mechanisms. 

In order to take into account such diverse requirements, various decision rules are 

used, adapted to the type of network and the specificity of its operation. The 

purpose of applying rules is to obtain a satisfactory level of control, i.e. one that 

allows the maximization of control objectives. Key variables and parameters 

considered in designing and implementing majority of CAC functions are 

presented in Table 5 and visually depicted in Figure 8. 

Table 5 Main variables considered by CAC algorithms 

𝐵𝑢𝑠𝑒𝑑(𝑡) The sum of resources used, guaranteeing the QoS requirements 
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for currently implemented connections. In the case of e.g. bit 

rate, the total bit rate of streams 

𝐵𝑟𝑒𝑞 Resources required to complete the new connection. For 

connections with variable bit rate (VBF), the peak rate or 

effective bandwidth is usually used to estimate the bit rate of a 

new connection. Peak is an inherently conservative estimate, 

while EBW is best derived from measurements. 

𝐶𝑡ℎ The maximum threshold of resource use - the so-called guard 

band 

𝐶𝑚𝑎𝑥 Total capacity, which is the maximum level of available 

resources. 

The typical rule for admission control is presented in Table 6, besides the other 

rules consider: transmitted power levels, interference level analysis and analysis 

of throughput for VBR connections. The main parameters used to describe and 

define admission control algorithms in this thesis have been depicted in the Figure 

8.  

 

Figure 8 CAC main parameters 

The figure shows the total capacity, capacity area dedicated to handover and the 

non-handover traffic. The utilization of bandwidth is also depicted. The different 

colours of the time-series refer to multiple classes of service – where the blue 

series relates to the handover calls. The outlier box indicates the possibility of 

degrading selected connection resources in order to better support others.  

Table 6 Types of decision parameters used in CAC mechanisms [Source: own study] 

Rule type Typical 

application 

Example 

Analysis of the 

level of 

resources used 

Wired networks, 

wireless (4G, 5G, 

WiFi) 

𝐷 = {
1, 𝑖𝑓  𝐵𝑢𝑠𝑒𝑑(𝑡) + 𝐵𝑟𝑒𝑞 ≤ 𝐵𝑡ℎ ∙ 𝐶𝑚𝑎𝑥   

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                           
 

Numerous admission control systems that have been developed are based, among 

others, on the measurement of radio link parameters or on the analysis of the so-

called load factor. The reference decision-making algorithms used in the CAC 
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mechanisms are: complete sharing, measured sum  acceptance region [72], 

Hoeffding bound [73] tangent at peak. The main challenge for CAC control 

algorithms is that the total capacity (𝐶𝑚𝑎𝑥) in radio systems varies over time and 

depends on many factors, including (after [53],[63],[74] the following: 

• the scheduling algorithm used in the MAC layer, 

• type and configuration of applied correction and protection mechanisms 

at the level of the physical layer and MAC, 

• channel status (and environmental conditions), 

• location of the mobile terminal, 

• degree of terminal mobility (connection switching - so-called handover) 

• maximum level of terminal transmitting power. 

Therefore, as various authors point out, a detailed analysis of such systems 

(especially those using OFDM multiple-access) in terms of obtaining the 

distribution of buffer occupancy or loads is complicated. However, the system 

capacity itself, due to the aforementioned variability, should be estimated on an 

online basis (i.e. C(t)). Depending on the type of access network (wired, wireless),  

the decision rules will take into account different types of resources, including: 

bit rate, (radiated) power level, interference level but also recently computing etc. 

Example decision rules for different types of controlled resources are presented 

in Figure 9. 

 

Figure 9 Typical groups of CAC algorithms in wireless networks (Source: [53]) 

The authors in [75] divide CAC algorithms into two groups: deterministic and 

stochastic. The former are intended to define a situation in which it is possible to 

guarantee the quality of calls. However, in the second case, the quality parameters 

of connections (QoS) are guaranteed only at probabilistic level - the taxonomy of 

such methods is presented in the Figure 10. 
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Figure 10 Taxonomy of admission control methods [75]  

To deal with the above mentioned rules crucial is the information about the 

system resources which can be acquired based on declarations (declaration based 

AC - DBAC) and measurements (measurement based AC - MBAC) listed in the 

table (Table 7). The literature also includes an additional classification, i.e. CAC 

algorithms based on experience [76]. The latter is assumed to be a hybrid solution 

combining PBAC and MBAC approaches. Like MBAC, they rely on 

measurements to ensure higher network utilization, while these measurements 

use historical data. In turn, similarly to PBAC, they take into account the nominal 

values of traffic descriptors. The main disadvantage of mechanisms based on 

declarations carried in traffic descriptors (traffic contract) is that the traffic 

description does not include statistical indicators, such as correlation and 

dynamics of intensity changes, especially when it comes to the phenomenon of 

bursts [77]. Adoption of such a simplification will lead to degradation of network 

performance due to insufficient description of the traffic. One of the challenges 

of CAC algorithms is adapting to dynamic (and often also rapid) changes in the 

flow of traffic offered [74]. Other approaches to implementing the CAC 

mechanism include, but are not limited to so-called control preceded by probing 

the link status [78]][63]. Taking into account the history of previous requests in 

the algorithm optimization process is the basis of learning algorithms that, based 

on the available data, use statistics, probability and optimization tools to create 

an appropriate control (decision) algorithm [79] The approaches to control 

implementation described above apply to the centralized variant, i.e. one in which 

the control algorithms are located in a router, base station or access point. 

However, in the literature there are also decentralized solutions, the so-called 

endpoint admission control (EAC) [80][81]. Approaches of this type do not 

require the implementation of virtually any decision-making logic in network 

nodes, while their main weakness lies in the assessment of network parameters 
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only from the perspective of end nodes - such an approach is exposed to reduced 

network efficiency resulting from incorrectly set traffic priorities for CAC 

queries, and the ease of modifying the decision-making logic in a manner 

inconsistent with its intended purpose (e.g. cyber attack). 

Table 7 Comparison of key groups of CAC algorithms (Source: own) 

 

 

Declaration based 

CAC algorithms 

Measurement 

based CAC 

algorithms 

Intelligent 

algorithms 

Decision rules Static – predefined 

 

 

 

 

 

Low flexibility of 

changes. 

CAC parameter 

settings depends on 

traffic profiles. 

Relation defined at 

design stage.  

 

Low flexibility of 

changes. 

Decision 

algorithm can be 

tuned – based on 

reward function. 

 

 

High flexibility. 

Traffic 

variability 

handling 

Configured according to 

predefined network 

provisioning and 

capacity planning 

procedures.  

Configured 

according to 

predefined network 

provisioning and 

capacity planning 

procedures. 

However algorithm 

parameter values 

can be adjusted 

based on 

mathematic 

equations and 

traffic profiles. 

Traffic handling 

depends only on 

algorithm 

configuration. 

Can be learned.  

Flexibility in 

considering 

operator rules / 

traffic 

evolution 

 

Any changes require re-

starting optimization 

process (network 

planning) 

 

 

 

 

Policy based 

networking needs to be 

implemented to support 

it. 

Preferences can be 

aligned with 

equations 

identifying relation 

between algorithm 

parameters and 

traffic parameters. 

 

Policy based 

networking needs to 

be implemented to 

support it.  

Decision 

process and 

operator 

preferences can 

be adjusted fully 

dynamically 

based on traffic 

profiles, 

environment 

settings.  

 

Applicability 

for multi-

tenancy 

Needs to be defined at 

network planning and 

provisioning.  

Needs to be defined 

at network planning 

and provisioning. 

Multi-tenant 

rules can be 

learned.  

Robustness to 

cyber attacks 

There is no special 

treatment by the CAC 

There is no special 

treatment by the 

Algorithm can 

be defined in a 
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(e.g. denial of 

service) 

algorithm possible. 

Only based on the 

additional equipment 

like firewalls. 

CAC algorithm 

possible. Only 

based on the 

additional 

equipment like 

firewalls. 

way where high 

intensity of 

flows can be 

treated as „batch 

arrivals” or 

attack vector. 

Anomaly 

detection can be 

aligned with the 

decision making 

of an algorithm. 

Decision 

making criteria 

flexibility 

Low – algorithm 

requires redesign.  

Low – algorithm 

requires redesign. 

High – depends 

on the reward 

function. 

The key point from this section is that it is crucial to address the description of 

traffic classes by means of proper set of quality parameters. 

2.4 DESIGN OF A SERVICE CLASS (COS)  

In the 4G, 5G and beyond, the QoS parameters of service classes are 

identified in specifications (e.g. [82], [83]).Resource Type (GBR, non-GBR, 

Delay critical GBR), Priority Level (PL), Packet Delay Budget (PDB), Packet 

Error Loss Rate (PELR), Maximum Burst Size (MBS), Data Rate Averaging 

Window (DRAW). Where the MBS is defined for the delay critical services as 

the maximum amount of data that 5G access network is required to serve with 

certain level of delay (PDB) and DRAW is used to calculate the GBR and 

maximum bit-rate (MBR). The difference between values of GBR and MBR are 

subject to relative QoS priority. These values are directly connected with the QoS 

parameters identified in the IETF and ITU specifications for the IP QoS 

networks[84]. As can be seen in the figure below the QoS flow accompanied by 

the appropriate identifier (QFI) is the subject of receiving certain traffic 

forwarding treatment (scheduling, admission threshold).  
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Figure 11 Classification and user-plane marking for QoS flows [85] 

The components of the stack important for delivery of the QoS, like the radio 

bearers of the PDCP (signalling and data) are offering transmission service to the 

higher layers. From the point of above mentioned principle of user-plane traffic 

QoS controls, the dynamic admission control algorithms can e.g. be differentiated 

based on the optimization goal: the probability of blocking new call (𝑃𝐵) or the 

probability of rejecting new call (handoff) - 𝑃𝐷. Typically, CAC optimization 

goals include two cases: 

• Case A – minimization of the PB with a given limit for the maximum PD 

value, i.e. PD≤PDtar, 

• Case B – minimization of the PD with a given limit for the maximum PB 

value, i.e. PB≤PBtar. 

It has to be noted that in both cases it is the ultimate measure of QoS parameters 

fulfilment that delineates between accepted and rejected connections. Both 

probabilities are there to allow finer control of the volume of processed calls 

perceived by a statistical means. In [86] authors discuss in details the 

modifications required in calculating the blocking probability especially to deal 

with various quality metrics (𝑃𝑏 , 𝑃𝑑 , ..) they mention after the ITU-T that “QoS 

for mobile services […] includes different parameters […] like availability, 

accessibility, maintainability and user perception of service.”. Although these 

metrics are defined in the context of cognitive radio they can be considered for 

enhancing the QoS definition:  

• availability – is the amount of radio channels (PRBs) allocated to users 

over time 

• accessibility – relates available channels with time, and indicates that 

allocation should be enabling highest modulation support on a given 

channels, based on RF condition 
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• maintainability – here is understood as set of technical conditions that 

need to be properly handled, in order to deal with mobile connections 

(e.g. handover, speed of communications) 

• user expectation – summarizes expectations of quality of service 

consumed by the user. 

Overall the measure of accessibility called grade of service (GoS) is used “as the 

probability that a call is blocked, or the probability of a call experiencing a delay 

greater than the predefined queuing time” in the busy hour (Laishram Romesh 

and Mangang, 2012). It can also be said that GoS measures channels congestion. 

Recently the European Commision (EC) has been more intensively indicating 

interest in so called key value indicators (KVI) as opposed to KPIs (key 

performance indicators) [1]. It is evident that the GoS metric is not there, as the 

focus is on bringing evolution to performance targets – instead there are targets 

like: capacity of an area, reliability, trustworthiness targets, as well as purely 

subjective metric of user quality -  QoE (so user subjective metric). 

2.4.1 Interaction of CAC algorithms with other mechanisms 

The authors in [88] indicate that especially for the purposes of self-organization 

in networks (here LTE), the design of CAC mechanisms should take into account 

additional control mechanisms, such as load balancing. It should be noted that  

the lack of a consistent approach to their configuration may lead to mutual 

exclusion of optimization goals, as shown in the article but also in the work [54, 

p. 153]. The 4G/5G networks have been designed to support mechanisms of this 

type, an example of which can be the specific role of the X2/Xn interfaces [89], 

supporting the exchange of information between neighbouring cells (base 

stations). This approach guarantees the exchange of data that is necessary, among 

others, for the coordination of mechanisms and procedures from different control 

levels (CAC, load balancing, interference cancellation and avoidance etc.). In 

addition, the need for coordination increases as the density of infrastructure 

elements of future networks increases, as exemplified by networks based on 

femtocells. The subject of radio resource management in multi-tier networks 

using m.in femto-cells is discussed in the work [90].  It is worth noting after  the 

3GPP specification [91] that the 3GPP organization does not plan to standardize 

self-organization solutions (SON algorithms), but only measurements, 

procedures and open interfaces enabling the implementation of the SON idea in 

practice (e.g. X2 and S1 interfaces) are the subject of standardization. Still at time 

of this thesis preparation the ORAN Alliance and ETSI both deal with specifying 

aspects of SON in the future networks. The authors in [92] present an analysis of 

various self-organization schemes in 4G networks (LTE femtocells), in order to 

ensure the efficiency of continued connections. Authors in [93] indicate that 

densification of networks in 5G and beyond, increased number of network 

parameters to  (e.g. 2000 parameters for 5G node), increased attention to QoE, 

coexistence of 5G with its currently operating ancestors among others are crucial 
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factors regarding self-organization. After [88] self-organization using the CAC 

approach, i.e. by prioritizing the transferred connections, leads to an increase in 

P B, and reduces the PD.  The interaction between load balancing (LB) and CAC 

leads to a  decrease in the failed handover rate (HOFR) due to the reservation of 

resources by the CAC. In contrast, the presence of load balancing translates into 

an increased likelihood of transferring the connection from overloaded cells to 

those with less occupancy. The result of the above is an increase in the probability 

of rejection (PD).  

An effective policy controlling the acceptance of requests coordinated 

with spectrum sharing between primary and opportunistic users is considered in 

multi-tier networks [90]. Such mechanisms play an important role in regulating 

and ensuring a trade-off between ensuring high bandwidth utilization and 

individual QoS guarantees at the connection level. The combined analysis of 

CAC mechanisms and spectrum sharing access mechanisms for multi-plane 

networks based on multi-access OFDMA allows to regulate loads between 

macro- and microcells to improve the overall network performance. However, it 

is important to take into account, in cross-layer mode, QoS measurements both at 

the connection level (Pb, Pd) and at the MAC layer packet level (throughput, loss 

level). 

2.5 TRAFFIC DEMAND MODELLING  

To model multiple quality levels, when defining a class of service performance a 

maximum allowed value of the link utilization can be calculated applying 

queueing theory for particular system by providing the buffer size and loss rate. 

Traffic demand modelling in wireless networks is often based on the simplest 

streams (stream with an exponential time distribution between requests) due to 

the many advantages it provides (no consequences, uniformity and singularity). 

In the literature, many authors point out that in order to model Internet traffic, 

alternative distributions should be used, m.in. Pareto distribution, or in general a 

class of exponential distributions, which are better suited for this type of traffic 

[94]. The consequence of using self-similar traffic (instead of the Poisson 

distribution) is a drastic increase in queue occupancy and, as a result, also delays, 

the  instantaneous occupancy of the queue can no longer be described by an 

exponential distribution, but by the so-called "long tail of the distribution". The 

specificity of the exponential distribution means that depending on the exponent 

(typically negative), a given function will (a) have a variance and an expected 

value, (b) only a variance, or (c) both quantities will be infinite. Typical examples 

of power laws are Zipf's law and Pareto's law [95]. The presence of self-similar 

traffic means that, unlike traffic modelled using the Poisson distribution, the 

aforementioned "side effects" of sending this type of traffic in networks cannot 

be removed by using control mechanisms (because they will occur equally on 

different time scales). In addition, the estimation of delays for self-similar traffic 

streams is complex and may not lead to the establishment of a formula describing 
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this relationship [96]. Typical systems used in literature are e.g. the M/D/1/B, 

M/M/1, G/M/1. Based on a particular model, then link utilization value for a class 

of service can be calculated - 𝜌𝑘. It will depend on the size of buffer 𝐵𝑘 (in 

packets) and maximum allowed loss probability - 𝑃𝑙𝑜𝑠𝑠. By assuming the allowed 

level of 𝑃𝐵, Erlang model can be used to calculate corresponding values of the 

arrival rate for a CoS [97]. In addition to queuing analysis, for modelling radio 

systems and analysing their performance, approaches using Petri nets (where the 

model is non-Markov) and integrated approaches using queuing models and Petri 

nets simultaneously are used, e.g. "Petri Nets including Queueing Networks", 

interesting applications of this type of approach can be found e.g. in the book 

[98]. For many years, models based on the intensity of arrivals described by the 

Poisson distribution have been used in the design and dimensioning of 

telecommunications networks [99]. However according to various researchers, 

the queuing systems applicability is limited due to the requirement of steady state 

of the system (fixed probabilities of transitions in the matrix) [100]. Therefore, 

the results obtained using this method, for the purposes of identifying optimal 

solutions (compromise between QoS and power consumption), do not take into 

account the system dynamics, instead they constitute a reliable estimate of system 

performance only in the long term. Sample calculations using the above-

mentioned techniques are presented in  [101] [63]. 

2.5.1 Classess of traffic 

From the perspective of this thesis, quality parameters of video streams and their 

minimum required values are described in recommendation Y.1541 [102]. The 

classes of service further considered in this thesis are:  

• Streaming class (representing video delivery as well as video 

conferencing) 

• Elastic class (utility of connection is gradually changing as data rate 

changes) 

• Real-time class – with constant bit-rate traffic (CBR) usually modelling  

the VoIP traffic.  

For a streaming class to be modelled an effective bandwidth  was coined by Kelly 

and Gibbens [72] [103] – which is an effective bandwidth of the source lies 

between its average and peak bit rates; this value for N aggregated sources is 

lower than the Nth multiple of the EBW of a single source (this phenomenon is 

known as statistical multiplexing gain). The effective bandwidth is a measure that 

simultaneously determines the characteristics of the packet stream and the QoS 

quality requirements of network resources necessary to meet the demand defined 

in this way. The method of determining the effective bandwidth is also described 

in [104], [105], [50], [73]. The EBW is calculated using the declared traffic 

descriptor. The second approach is based on the assessment of the amount of 

EBW based on on-line traffic stream measurements. An interesting extension of 

the effective bandwidth method is the adaptation of the "many sources 
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asymptotic" (MSA) approach originally proposed by Courcoubetis (based on 

Large deviations theory) as an extension of the approach [103] - to networks with 

variable channel capacity. More suitable for the prediction of delays and losses 

are models based on neural networks (ANN), which allow one to create 

effective predictors that can also be used to simply determine the EBW value.  

2.5.1.1 Video traffic modeling 

One of the well-known approaches to video traffic modelling is the use of the 

Markov process, e.g. M/G/∞ [106].  There are many examples of using this 

model to model video traffic, although the authors emphasize that although it is 

easy to implement, it does not provide a high-quality model. On the other hand, 

some researchers believe that obtaining an accurate model for MPEG motion is 

very complicated, if not impossible [107].  In contrast, popular methods for 

predicting time series based on linear autoregressive analysis (ARIMA) have 

been used to model video traffic in cellular networks in addition to FARIMA 

[108] - although it is characterized by long model synthesis times, or simplified 

variant of the ARIMA model, the so-called "simplified seasonal ARIMA" (SAM) 

is suitable for modelling the video traffic compliant with MPEG4 Part2/H.264 

standards. The model for MPEG2 and H.264 standards differs only in the value 

of the seasonality parameter, although H.264 traffic, due to its higher 

compression level, is characterised by greater variability in frame size.  Other 

linear approaches to traffic prediction include the Holt-Winters model, the ARAR 

method or ARMA. An alternative method is the use of non-linear neural 

networks, which can be used for time series modelling and prediction, even when 

the relationships in the underlying data are complex. There are works that use a 

combination of both approaches, creating neural networks with predictive 

capabilities, in application to current bandwidth allocation for video calls [109] 

[110]. On the other hand, the application of a deep neural network approach for 

time series prediction is shown in [111] The conclusions of the study indicate a 

significant advantage of using non-linear methods in this type of problems [112]. 

2.5.1.2 Uplink video delivery in wireless networks 

In the article [113] the authors search for optimal values of 4G system parameters 

for IPTV broadcasting. Video streams of this type offer a tolerance of low packet 

losses, while they are quite sensitive to latency and its variability [114]. Latency 

variability can lead to rapid degradation of user-perceived quality - i.e. QoE. 

When focusing on the uplink direction it can be mitigated by tuning the system 

parameters (OFDM frame, spatial diversity, ARQ/HARQ tuning). The article 

[115] addresses the problem of optimising video transmission in LTE networks 

with QoS guarantees. The authors describe an algorithm for shaping video traffic 

through an applied additional buffer located in the LTE base station (NodeB). 

The aim of the optimisation is to minimise the transmission time with the peak 

bit rate. The proposed algorithm makes it possible to reduce the level of variation 

in the bit rate of the video stream by about 20% on average, and for video streams 
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that switch between less dynamic scenes (e.g. news) even up to more than 40% 

(for the H.264 codec). Similarly, in [116], the authors focus on the possibility of 

adapting the video traffic stream sent by the terminal in the 'upstream' direction, 

adjusting its parameters to the current radio conditions. To this end, the 

architecture and functional assumptions of a cross-layer controller (i.e. 

conforming to the cross-layer paradigm) are described. The solution was 

prepared for the mobile terminal (i.e. for the 'upstream' direction), on which the 

video server is installed, and not, for example, as proposed in the work  on the 

base station side. Although authors show that the proposed CLO mechanism 

responds correctly to changes in base station resources, leading to adaptation of 

the video stream bit rate but they do not provide an exhaustive analysis of the 

solution, in particular there are no tests showing the response of the CLO 

mechanism to the channel variability associated with terminal mobility.  

Regarding the elastic traffic, since the vast majority of flexible traffic streams use 

TCP, it is mainly TCP that is considered, in various research works to assess the 

feasibility of meeting quality objectives in e.g. heterogeneous networks [63]. 

Comprehensive analysis is presented by [94], which shows that even small UDP 

background traffic sent together with aggregated TCP traffic (e.g. background 

traffic) can significantly affect the stability of TCP connections.  

2.5.2 Conclusions for admission control 

The authors in [117] note that if calls arrive according to the Poisson distribution, 

CAC algorithms based on traffic measurements and based on measurements of 

the intensity of requests will allow to accept the same number of calls. However, 

if the flow of traffic requests, e.g. real-time streaming, does not match the Poisson 

distribution, then in response to the appearance of a group of requests (bursts), 

these algorithms secured for such an eventuality will cope better (measurement 

and arrival aware - MAAC). CAC tests are carried out  for self-similar traffic and 

for arrivals described by the Poisson distribution. Acceptance of the connection 

for a new session will be performed when, after its admission, the probability of 

exceeding the limit value of the probability of filling the transmission buffer does 

not exceed the set value. In contrast, analytical modeling of systems using more 

complex queuing mechanisms (e.g. than FIFO), more complex CAC algorithms 

or data source models, quickly becomes complicated [66][118]. 

2.6 CAPACITY MODELLING IN WIRELESS SYSTEMS 

The capacity of systems such as m.in 4G, 5G can be described as the so-called 

soft capacity [119], mainly due to changes in spectral efficiency over time, 

primarily in connection with: adaptive modulation and coding (AMC), FEC 

correction coding and the use of MIMO multiplexing. Due to frequent, dynamic 

channel changes, the capacity of the channel in the 4G/5G networks, as well as 

its use, is subject to significant changes. The cell (sector) capacity in cellular 
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networks is defined as the maximum amount of traffic that can be carried in a cell 

for the required radio coverage and expected connection quality levels [54]. As 

shown in the aforementioned study, setting too aggressive level of quality targets 

for the cell can lead to quality problems, similarly too conservative an approach 

can lead to an increase in the level  of waste of capacity. In [120] time-frequency 

division SISO systems are compared by the author with adaptive capacitance 

(AMC) systems by using Shannon formula for an AWGN channel system: 

𝐶 ≤ 𝑊 log2(1 +
𝑆

𝑁
) 

2-1 

As shown, the highest maximum value of spectral efficiency is obtained by 

CDMA and TDMA systems with adaptive coding and modulation (6 bit/s/Hz 

according to Shannon's theorem, 2-3 bit/s/Hz using correction codes). The 

capacity of radio channel with fast fading, can be expressed as  

𝐶 = 𝐸[log(1 + |ℎ|2𝑆𝑁𝑅)] bits/s/Hz 2-2 

A comprehensive study on the analysis of the capacity of various types of 

channels (AWGN, with slow/fast-changing Rayleigh fading) can be found in the 

[121]. Furthermore, aspects of channel modelling are well described in [122], 

[123] among others. However it is worth noting after [75] that the spectral 

efficiency of different channel access methods (CDMA, FDMA, TDMA) for the 

Gaussian channel (AWGN), will be equivalent.  In the reminder of the thesis the 

capacity will be calculated following the two equations below (2-3,(2-4):  

 
𝑇𝑆 = (1 + 𝐺) ⋅ 𝐹𝑆/𝑁𝐹𝐹𝑇 

𝐹𝑆 = 𝑓𝑙𝑜𝑜𝑟(𝑛 ⋅ 𝐵𝑊/8000) × 8000 (2-3) 
 

𝑟𝑖,𝑝 = 2
−𝜇  10−3𝐵𝑃𝑅𝐵log2 (1 +  SINR𝑖,𝑝) 

(2-4)  
Where 𝐵𝑃𝑅𝐵 is the bandwidth of a single PRB, and it can be computed as 𝐵𝑃𝑅𝐵 =
12 ∗ 2𝜇15 𝑘𝐻𝑧. The 𝜇 represents the multiple numerologies in 5G, but in 4G 

this parameter should be set to 𝜇 = 0. The approach shown in (2-4) is followed 

e.g. by authors in [124] when modelling resources in multi-RAT networks of 5G. 

In OFDM/ OFDMA systems utilizing the adaptive modulation and coding 

schemes (see next section) each user can use coding and modulation scheme most 

appropriate to its channel conditions. Therefore even a constant amount of traffic 

generated by an application can require different number of OFDM 

symbols/slots. Therefore achieved transfer rates of a wireless link can vary 

significantly over short period of time. This adds a “second dimension” to the 

problem of estimating resources required by an application, since it is hard to 

predict how users’ channel conditions will vary over time. This is in contrast to 

classic approach to admission control, where capacity of a link in terms of a 

maximum throughput / number of calls is considered constant.  As a consequence, 

in such an AMC-enabled system, OFDM symbols (or slots for OFDMA) should 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

51 

 

be considered a scarce resource, since number of symbols available for a given 

system remains constant. The authors  in [123] give the expression for the total 

number of symbols in the TDMA frame and for the minimum value, depending 

on the required minimum bandwidth. 

Authors in [96] remind that a frequent practice resulting from  the self-

similarity of traffic in the Internet, is to design the network assuming that the 

average expected traffic should not exceed 50-60% of the bandwidth of the 

system. This results directly from the estimation of the level of delays for the 

infinite length of the queue, which is affected by the traffic described by the 

Brownian distribution (i.e. Brownian Motion). While for traffic without signs of 

self-similarity, the maximum aggregated throughput value is 95%. On the other 

hand, according to the  ErlangB model, an increase in link speed leads to a 

decrease in the size of the link, while increasing the traffic offered causes an 

increase in this indicator.  

Techniques used to improve capacity can span from header compression 

(at MAC), silence suppression (it doubles number of VoIP users), improved 

resource scheduling. The optimal number of MIMO branches 2 (i..e MIMO 2x2), 

where SNR improvement can be up to 1,8dB. The authors in [120] presented a 

methodology used in system-level simulation to obtain statistically reliable link 

throughput values as a function of SINR for MIMO links, without the need for 

full simulation of individual links. This method has been used in system-level 

simulations in, among others, the BuNGee project [125] and will be followed in 

this thesis for chapters 4 and 8. It uses the so-called theoretical channel capacity 

limit ('truncated Shannon bound') to estimate the capacity of a radio system with 

an adaptive modulation and coding mechanism in next-generation networks. The 

authors conclude that the SINR value is a sufficient parameter needed to 

determine the throughput distribution. With an approach to capacity 

modelling presented in for the radio modulation family [73] it is also possible with 

proposed equations to identify the maximum  distance from an AP, where 

particular modulation scheme can be attained at a given SNR value. For the TDD 

systems in case resources are fully utilized for a given transmission direction, it 

is possible to dynamically modify the DL/UL ratio [126]. Here, the admission 

control first prefers requests from areas with higher2 spectral efficiency (bit/s), 

i.e. higher modulation, although the scheduling mechanism itself enables 

resources sharing in a fair fashion.  

In [127], the author focuses on the issue of an analytical approach to estimating 

the capacity of wireless OFDMA systems with the use of persistent allocation 

leads to a significant decrease in signalling overhead, especially for a large 

number of users simultaneously active in a cell (up to 68% decrease). As a result, 

the average bit rate available in the cell increases accordingly. However, 'static' 

 
2 Performance is understood here as the average number of usable bits per symbol 

within a given subcarrier.  
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(with memory) allocation is prone to two types of problems: unused areas in the 

TDMA frame (resource hole) and MCS value mismatch (MCS mismatch).  

In the work [128] an assumption was made about the assignment of 

terminals to concentric circles which are described by a certain bit rate value. In 

the [75] an exhaustive classification of methods of logical division of the radio 

cell area into concentric zones depending on the required SNR level is given. 

Methods are divided into static, where the number and size of zones is fixed, and 

dynamic, where the number and size of zones is dynamically adapted. In 

particular, each of such separate regions may have its own specific method of 

allocating resources (channels). The authors in [Unipd2010] propose an approach 

for determining aggregate capacity in 4G networks using a Diophantine 

transformation. The expressions proposed for the determination of capacity in 

both directions consider the capacity 𝐶𝑂𝐻 allocated to the signalling data, 𝐶𝑈 

denotes the part of the capacity already allocated, while 𝐶𝑒𝑓𝑓 = 𝛽(𝐶 − 𝐶𝑂𝐻 −

𝐶𝑈) is effectively available capacity. The β factor determines the so-called "loss 

of capacity" due to low efficiency of packaging algorithms, its value will depend 

on the approach used (and the permutation method whether partial or full 

utilization of PRB resources – e.g. resource block groups / RBG). It should be 

noted that the size of the signalling overhead to be taken into account in planning 

network capacity is about 20% for 4G and about 14% for 5G [129].The recently 

performed performance tests in the 5G network deployed in Oman, shows that an 

average downlink throughput per UE in Oman supported by 4G network to 

deliver MBB services was 8-12Mbps across 5 tested cities. Whereas the average 

throughput for 5G in one of the selected cities where 5G has reasonable coverage 

is 8-18Mbps when compared for two operators [130].  

The use of MIMO antenna systems, massive MIMO along with precoding and 

beamforming techniques, as well as recently very popular reflective intelligent 

antenna surfaces (RIS) solutions (FR2 frequency band) - will lead to an 

improvement in the link budget to the level of average 7-9 bit/s/Hz. Online 

simulator for single user throughput for 5G NR SU-MIMO can be found in here 

[131].  However, in the long term, even this value of spectral efficiency will be 

insufficient, to counteract the expected increase in traffic till 2030-35 – i.e. 20-

fold increase in capacity needed. In practice, this may mean the need to increase 

network density by deploying additional small cells up to ca. 177 units per 

km2[13] in hotspots of the densely populated cities. Average macro site in Poland 

(assuming 11 thousands AP per operator and ca. 400MHz bandwidth achievable 

in near future) could hypothetically allow reaching up to 1.4Gpbs per sector. 

After reaching this boundary there would be no more capacity available at macro 

sites, and the way to improve the situation would be to start deploying small-cells 

to densify the coverage [132]. It is expected that such boundary will be reached 

in 2024/25. On the other hand the introduction of e.g. cell-free architecture and 

scheduling algorithms can bring significant improvements to the value of SINR 

across the entire network. Based on the results shown in [12] [11] the capacity 
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improvement by applying the new paradigm can reach ca. 50%, with overall 

SINR improvement. And this is possible without investing in new spectrum. 

2.6.1 Modelling adaptive modulation and coding (AMC) 

As regards the AMC mechanism, its goal is to satisfy the Shannon’s theorem 

bound by measuring channel capacity in bits per second over available bandwidth 

and signal-to-noise (SNR) and assign best matching MCS scheme (Sklar & Harris, 

n.d.). Conventional solutions to the AMC problem includes the fixed look-up 

table, also called inner loop link adaptation (ILLA) and the outer loop link 

adaptation (OLLA) technique, which further improves the look-up table by 

adapting the SNR thresholds [134]. The SNR thresholds allow selection of the 

correct modulation and coding rate – see Table 8 for example in 5G. The AMC 

works by measuring and feeding back the channel SNIR to the transmitter, which 

then chooses a suitable MCS from a codeset to maximise throughput at a given 

SNIR, here the truncated Shannon model applies to enable modelling of the 

throughput with AMC mechanism [135]. As a result AMC enables enhancing the 

effective coverage of the cell. However as authors in  [134], [136] show, using 

the RL-based methods, an important constraint that inner-loop AMC algorithms 

are depended on (i.e., BLER target) can be eliminated and thus the whole link 

adaptation mechanism for 5G-NR networks does not depend on predefined fixed 

parameters. More flexible adaptaiton and higher throughputs (higher spectral 

efficiency and lower BLER) is thus possible, without pre-tuning for certain 

scenarios. 

Table 8 5G NR - SNR values for MCS switching [131] 

  
Downlink – 5G NR Uplink – 5G NR 

As shown by [137] by adjusting settings of AMC it is possible to adjust 

strategy for achieving target transmission efficiency based on a user count and 

their locations. The most recent approaches to controlling MCS switching policy 

is by applying adaptation to OLLE scheme  applying learning to identify optimal 

switching per user [138], [139]. It is shown that RL-based solutions if not 

outperform the legacy solutions they are very high in ranking of alternative 

methods. Another option for further improvements is to use more effective 

correction codes, such as non-binary nbLDPC codes [140]. Channel coding 
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schemes are used to help reduce the SNR requirements by recovering corrupted 

packets that may have been lost due to burst errors or frequency selecting fading. 

In 5G the LDPC codes are applied to data physical channels whereas the polar 

codes are utilized to protect the control channels. The use of this type of codes, 

e.g. compared to RS-CC convolutional codes, allows to decrease the threshold 

SNR values for switching the less robust modulation in the AMC mechanism. As 

a result, it is possible to improve transmission efficiency (increase in link 

utilization, decrease in 𝑃𝑑, decrease in 𝑃𝑏), although the size of the improvement 

will depend on  the radio conditions of users in the cell.  

2.7 ADMISSION CONTROL – ALGORITHMS STUDY 

With reference to Table 7 presenting typical groups of control algorithms the 

following section provides an overview of articles that address the problem of 

controlling resource allocation. This chapter has been divided into a section 

devoted to "non-learning" algorithms and a section in which the author collected 

the most relevant papers describing solutions using „AI/ML learning techniques” 

in the control implementation process. The problem of assigning resources to 

users in multi-service systems was originally described, among others, in [118] 

and [141]. The authors assume the removing from the system requests that have 

not been accepted, the so-called model with the removal of calls (blocked calls 

cleared - BCC), because as noted, the analysis of a system in which rejected calls 

are buffered by BCH (blocked calls held) would be difficult. 

Telecommunications systems using the BCH mode are popular, among others, in 

US. A dual problem is the assumption of blocking probabilities for class 𝑀 and 

then minimizing the total capacity (𝐶) - one way to minimize the required total 

capacity is to degrade flexible connections (or VBR media streams), if any are 

present in the network.  
  

 

 
 

 
 

Figure 12 Multi-service system model (a) [141]  (b) [63] 

A cross-sectional analysis of the performance of multi-service mobile networks 

supporting user mobility in TDMA networks for various bandwidth allocation 
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control policy/channel assignment schemes is presented in [142]. For the purpose 

of the analyses, the authors assumed a system equilibrium in terms of user 

mobility, i.e. the average number of incoming calls to a cell is equal to the average 

number of outgoing calls. It was assumed that calls for which there is no room in 

the system are rejected (BCC) and that a certain number of channels is always 

available in a cell (fixed channel assignment). Basic methods were presented be 

the authors just mentioned, including, m.in:  complete sharing, complete 

partitioning, partial sharing, sharing with priorities. [118] presents a comparison 

between the total bandwidth size requirements (𝐶𝑚𝑎𝑥) for two different strategies 

– complete share (CS) and dedicated bandwidth, for each service class. The 

amount of the required total capacity is examined from the perspective of: 

different traffic profiles of individual classes (required throughput and intensity 

of inflow of notifications), and the total volume of traffic entering the network. 

The authors in [75] point out to three different types of problems arising from the 

need for control at the level of CAC algorithms: 

1. MINO: minimizing the linear function of the target probabilities (𝑃𝐵, 𝑃𝐷) 

2. MINB: for a given number of available channels, minimization of values 

at a given limit for ongoing connections (𝑃𝐵𝑃𝐷) 

3. MINC: minimizing the number of necessary channels assuming limit 

values of both probabilities, i.e. (𝑃𝐵, 𝑃𝐷). 

The use of the „MINO” approach allows to minimize the costs resulting from 

exceeding the permissible levels of both probabilities, which in practice means 

striving to maximize the operator's profits. The MINB-based approach focuses 

on prioritizing transferred calls while striving to maximize profits. In turn, the 

MINC approach transforms the CAC problem into the problem of appropriate 

network design depending on the assumed traffic conditions (data, user mobility). 

The analysis of the problem of determining the required capacity, assuming 

maximum blockage probability levels, is dealt with, for example, by [118], [50], 

the latter uses Markov chains for modelling. 

2.7.1 Non learning based admission control 

Admission control algorithms can be classified according to method used to 

assess current load of the systems (Figure 5). In parameter-based admission 

control (PBAC or DBAC) information about current state of the system’s 

available resources is based solely on declarations made by applications. 

Therefore, the performance of this kind of admission control is highly dependent 

on accuracy of the declarations, availability and types (depending on the system) 

of descriptors. Another approach is using traffic measurements to estimate the 

current system load. This technique is used by MBAC (measurement – based 

admission control) algorithms. PBAC algorithms base most of their calculations 

on declarations of users. One of the challenges is to estimate the incoming traffic 

characteristics using only provided descriptors. Thus it can prove hard to estimate 
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required resources in a system utilizing Adaptive Coding and Modulation 

(ACM). Applications usually express their bandwidth requirements in bits (bytes) 

per second. PBAC algorithms seem more suited for systems where it is easy to 

properly describe flow characteristics (e.g. CBR traffic is usually easily 

described) and the required slots / symbols of a given flow do not fluctuate 

significantly over time (due to e.g. variations channel conditions). A technique 

called Complete Sharing (CS) assumes that all connections are accepted as long 

as the system has sufficient resources to serve the new call/connection [118] [66].  

This technique is the least complicated CAC algorithm and at the same time it is 

easy to implement. In this technique, the base station accepts calls until the 

available bandwidth is completely saturated. Parameters such as, for example, the 

traffic handling class of the service are not taken into account. This technique is 

easy to implement but is only effective if we only deal with one class of traffic. 

In networks such as 4G/5G, where we are dealing with different types of traffic 

(QCI, slice), it can quickly become ineffective therefore, within the scope of this 

work, the CS-CAC total allocation algorithm will be used as a reference in the 

measurements of the proposed algorithm modifications. 

 However even when the equalities from Table 4 is not met it can happen that 

analysed system will be stable for other time periods, and this way allow handling 

the congestion. Here some authors to learn optimal policies rely on using an 

approach enabling modelling of variability based on dynamics modelling using 

LPV (Linear Parametrically Varying) models - an example of such an approach 

is the modelling of a system of networked web-services described in [143]. In 

here, the authors perceive admission control as a congestion protection 

mechanism that allows calls to be rejected at peak times to provide performance 

guarantees for ongoing calls. Such approach falls under controller synthesis task 

similar methods include non-linear approaches, such as MPC (model predictive 

control), GS (gain scheduling) and LPV. Recent implementations of controllers 

of this type, based on the LPV approach, make it possible to guarantee 

performance and stability parameters in the domain of control systems, however 

they are less popular in the wireless mobile systems control.  

2.7.1.1 Measurement based CAC 

The problem of estimating available resources of the PBAC approach. 

can be mitigated (to some extent) by focusing on measurement-based algorithms 

(MBAC), coupled with appropriate congestion control algorithms. MBAC 

algorithms seem more suited for systems where flow characteristics are not easily 

defined (or available traffic descriptors are not sufficient) and the required slots / 

symbols of a given flow can fluctuate significantly over time (due to e.g. 

variations in channel conditions).  Although new connections requirements still 

have to be obtained through declarations, the percentage of bandwidth being used 

in reality by ongoing connections is a known value (usually at a base station level) 

thanks to measurements of traffic. A classic approach to admission control in 

cellular networks assumes allocation of dedicated resources for higher priority 
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calls / connections (so called Guard Channel - GC)[144]. In this technique fixed 

part of resources always remains reserved for higher priority connections (so 

called Fixed Guard Channel). Authors in [145]assume a single cell configuration 

to assess uplink CAC, where the admission criterion of the new user depends on 

the difference between the total and requested number of Physical Resource 

Blocks. Other results considering multi cell deployment scenarios are presented 

in [146] where authors describe and compare static and dynamic CAC in LTE. 

Additionally, a delay-aware connection admission control algorithm is proposed 

and evaluated. In [147], the authors present a variation of the baseline approach, 

based on measuring the intensity of requests instead of measuring throughput i.e. 

𝜆∑ is the sum of the intensity of the current traffic in the system (𝜆𝑐𝑢𝑟𝑟𝑒𝑛𝑡) and 

the call intensity for a new session (𝜆𝑛𝑒𝑤_𝑠𝑒𝑠𝑠𝑖𝑜𝑛).   

2.7.1.2 Packet loss based CAC 

Most CAC algorithms operate based on the controlling the degree of available 

bandwidth consumption, the number of simultaneous connections or the 

maximum bit rate in the air interface. Once the operator-defined, acceptable 

resource utilization threshold (𝐶𝑇𝐻) is reached, a new call can only be accepted 

after one of the ongoing calls has ended. Alternative approaches focus, for 

example, on packet loss level (IPLR) control in the case of real-time services. The 

presence of a resource controller of flexible services in the network makes it 

possible to regulate the level of real-time connection losses at the required level, 

at the expense of lowering the bandwidth utilization level, through the use of e.g. 

protective mechanisms (FEC, H/ARQ). The use of packet loss ratio (IPLR) as a 

decision parameter is, for example, used in the centralized CAC approach for 

real-time traffic [148]. Similarly, in the[74] project, the allocation of resources 

for real-time connections is based on the analysis of the network state - the 

network state is determined on the basis of the level of packet loss  (𝛿𝑖) of real-

time traffic streams. An increase in the level of losses above a certain threshold 

(𝜂) is a signal to lower the threshold of maximum allowable amount of real-time 

traffic in the system in favour of the elastic/flexible traffic (NRT). In turn, the 

authors propose the use of the "packet loss penalty concept" instead of the typical 

measurement of packet loss levels. The authors show that after reaching a certain 

threshold of the minimum reserved bandwidth (e.g. VOIP, MPEG) referred to the 

total capacity of the link, the blocking probability level (𝑃𝐵) changes abruptly. 

The authors in [149] show that all tested algorithms poorly cope with predicting 

stream performance expressed by the means of packet loss level indicator (PER). 

Simultaneously in the paper [150]are presented reasons for which the control of 

the level of packet losses is difficult. The problem with this approach is that 

improper decisions at the CAC level can lead to an increase in the level of losses, 

which will be up to 10 times higher than the quality objectives set for a given 

measurement period.   

The authors in [151]draw attention to the role of measuring buffer occupancy in 

the transmitter (UE) from the perspective of estimating the level of packet loss in 
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a wireless network – as the level of latency can be a valuable indicator of the level 

of losses in the network (especially during mobility, NLOS, etc.). To counteract 

the increase in losses, the AMC mechanism is used, but it is also important to 

affect the traffic parameters on the side of the final application itself (e.g. video 

codec parameters). The authors in [152] address the problem of sub-optimal video 

transmission in LTE networks with guaranteed QoS. Authors present algorithm 

for modelling the video transmission by the additional buffer located in the LTE 

base station (NodeB) – i.e. downlink direction. The aspect that is optimized is 

video transmission using the encoded VBR stream. Authors summarize that 

striving to provide instantaneous compliance of the video stream with the service 

level agreement (SLA) is less beneficial than the ensuring of long-term 

compliance with the SLA.  

2.7.1.3 Dynamic guard band CAC 

In case of dynamic admission control algorithms the implementation of this 

approach consists of setting a limit on the maximum probability value PD, while 

seeking to maximise bandwidth utilisation (utilisation), by reducing the blocking 

probability PB . This approach is in line with the operator's revenue maximisation 

strategy (also referred to as “Case A” in section 2.4). Under certain limiting 

assumptions, the optimal solution is to give higher priority when accepting 

continuation (handover) calls, using a 'guard channel' strategy. This strategy is 

the optimal fixed CAC strategy for case 'A' presented above [153]. In networks 

offering multiple service delivery levels (multi-class/grade), distinguished by 

varying bandwidth requirements and associated with varying service prices, the 

objective of the admission control function may be to maximise operator 

revenues.  In such a situation, a greedy strategy will not necessarily be optimal. 

The authors in [154] specifically focus on algorithms derived from the underlying 

'guard band' algorithm. Such a solution has been proposed by [155], [156]for 

mobile networks. In this approach, a fixed part of the bandwidth is reserved for 

handling high-priority calls (so-called static guard band). The DBRAC algorithm, 

defines a guard band that covers transferred calls and real-time calls together 

[154]. In addition, it allows an ongoing adjustment of the threshold value 

simultaneously to the intensity of both call types (VBR, HO). For all VBR calls, 

a bandwidth reservation threshold is determined, which takes into account the 

difference between the MSTR - MRTR values, multiplied by the ratio of the 𝛽. 

This ratio determines the effective bandwidth of the wireless system based on 

quality of service (QoS) requirements and an acceptable blocking probability 

value (𝑃𝐵). The authors showed that the DBRAC algorithm can reduce PD under 

different parameter configurations: 𝜆, 𝛽 - with an unchanged number of reserved 

resources. Furthermore, it was shown that by using the DBRAC mechanism, the 

same target PD can be achieved by reserving less resources (bandwidth). 

Consequently, the level of resource utilisation is improved (𝐵𝑢𝑡𝑖𝑙).  
The authors in [157] focus on increasing the fairness of bandwidth 

allocation to users in a 4G system, by defining a dynamic threshold value for 
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available bandwidth. This approach is based on the definition of the so-called 

'bandwidth allocated to the user by the service provider' (LB). To control the 

fairness of bandwidth allocation, the algorithm defines a threshold value (𝑇𝐻𝑖) 
that must be provided as a "reserve" in the available bandwidth 𝐵𝑎so that requests 

from users who have so far underused their bandwidth allocation (i.e. 𝑆𝑖) are 

treated fairly with calls from users making intensive use of their subscription. 

Therefore, if the condition is met 𝐵𝑟𝑒𝑞,𝑖 ≤ 𝐵𝑎 < 𝐵𝑟𝑒𝑞,𝑖 + 𝑇𝐻𝑖, the dynamic 

determination of the threshold value 𝑇𝐻𝑖 will make it possible to effectively 

reduce the probability of a new connection being blocked for connections with a 

low bandwidth usage rate, i.e. 𝑆𝑖. Thus, the operation of the algorithm appears to 

be most justifiable for 'higher network load' situations and when there are 

disparities in bandwidth usage between users, with analysis of the request history 

(and its prediction) of the other users. The authors compare their proposed 

solution with the [154] algorithm. The scaling factor for real-time connections 

(UGS, rtPS) is set 𝛽 = 0.2 behind [154]. In contrast to [154], however, the authors 

do not include continued calls (HO) in their analysis - the latter calls do not affect 

the fairness of bandwidth allocation, only the total amount of bandwidth (C). In 

an evaluation of the algorithm and a comparison with the DBRAC algorithm, it 

was shown that the main advantage of this approach is the introduction of a linear 

dependence of the blocking probability (𝑃𝐵) of user connections 𝑈𝑖 from the 

bandwidth utilisation rate 𝜂𝑖 in favour of reducing this probability for user 

connections for which the bandwidth utilisation rate is lower (Figure 13b). While 

the bandwidth utilisation for both solutions is similar, the aggregate value of the 

blocking probability for the FCAC algorithm is slightly higher (3-5%) - Figure 

13a.  

 

 

Figure 13 Blocking probability for FCAC and DBAC (a), blocking probability for various 

bandwidth acquisition ratios 𝛽 (b)  

The author in [53] proposes a systematic approach to the implementation of CAC 

algorithms for 4G networks, enabling the simultaneous definition of (often 

conflicting) objectives of service providers and users. The main modification is 

the inclusion of a dynamically selected objective function (maximising operator 

revenue and/or maximising utility on the end-user side). Furthermore, the author 

decomposes the control problem into two sub-problems, i.e. resource control for 
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each direction separately (converting a two-dimensional problem into a one-

dimensional one). The bandwidth (B) is divided into 𝑀-independent classes, and 

consequently the CAC policies are divided into 𝑀-independent policies. The 

author defines a three-phase algorithm based on providing both constraints at the 

same time: i.e. greedy matching of gain values, assuming fair (weighted) 

allocation of blocking probabilities between classes. The bandwidth remaining as 

a result of the algorithm is divided among the remaining classes of service 

according to the maximum profit criterion.   

The approach to dynamically update the threshold guaranteeing an 

appropriate level of target probabilities (PB , PD ), is similar to that of the authors 

in [153]who propose the Dynamic Channel Assignment (DCA) algorithm. The 

authors recall that there are studies in which an optimal CAC strategy for 

stationary conditions was determined for VBR traffic [153]. However, such 

approaches are not practical due to: (a) the varying peak bit rates of different types 

of real-time services, (b) the variability of traffic conditions in the cell 

(𝜆(𝑡),𝜇(𝑡)). Therefore, a version of the DCA algorithm for VBR traffic is 

presented. Dynamic bandwidth allocation algorithms (such as MAAC [117] and 

the DCA [153] allow the threshold value to be continuously controlled so that the 

resulting probabilities are within the assumed limits (𝑃𝐵 ≤ 𝑃𝐵
𝑡𝑎𝑟 and 𝑃𝐷 ≤ 𝑃𝐷

𝑡𝑎𝑟). 

The main difference in the two approaches is that the authors in MAAC take into 

account the level of saturation of the TDMA frame by real-time connections in 

the process of updating the admission threshold. Also, the [74] project 

implements quality control (QoS - for RT/nRT calls, GoS - for ported calls) using 

an algorithm that dynamically adapts the resource reservation threshold for 

handed over calls (𝑇ℎ𝐻𝑂). Measurement of resource occupancy in networks that 

are controlled by CAC algorithms is typically realised by sliding window, point 

sample (reading system load every interval 𝑇𝑤𝑖𝑛𝑑𝑜𝑤) and exponential averaging 

algorithms[73]. The authors in [54] point out that it is the appropriate selection of 

different threshold values in CAC mechanism settings that should take into 

account operator policies, map them to specific configuration mechanism settings 

in the cell, all using a self-optimising approach. The use of a self-optimising 

approach will ensure, among other things, a trade-off between capacity and 

quality objectives, expressed through an appropriate set of KPIs. 

The authors in [158] argue for moving away from the need to define the 

maximum threshold explicitly, in favour of dispersing moments of admission 

with the help of probabilities of 𝛼𝑖. They select the probability level PD as the 

main parameter for QoS assurance, its role is increasing due to the increasing 

number and dynamics of transferred calls, as the trend of micro and pico-cells 

intensifies. The proposed algorithm is designed to provide stable protection 

against sudden spikes in call intensity. This approach is a variation of the baseline 

guard threshold (GC) scheme and is known, as fractional guard band (FGC) 

[159]. Whenever the channel occupancy exceeds a certain threshold value 𝐶𝑇ℎ, 

the GC policy rejects new calls until the channel occupancy falls below the 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

61 

 

threshold. In the fractional-generation method (FGC), new calls are accepted with 

a probability that depends on the current occupancy of the base station resources 

(i.e. it decreases as the occupancy increases). Here we are dealing with 

randomisation, which governs the probability of accepting a new connection [75]. 

The advantage of the fractional FGC technique over the baseline GC scheme, is 

that the acceptance of new connections is spread evenly over time, leading to a 

more stable control process [160]. It has been shown that, due to resource 

reservation in advance, for CAC mechanisms with reservation, performance in 

cellular systems can be modelled using an upper bound, even if a constraint on 

call blocking probability is not explicitly specified. This upper bound is related 

to call and mobility characteristics through the average number of calls 

transferred per call. Furthermore, the achievable capacity decreases as the cell 

size decreases and as the connection time increases. 

2.7.1.4 Algorithms using link degradation 

The results in [157] show that the rate of fair bandwidth allocation is dependent 

on the volume of a class traffic, as the number of ertPS/rtPS (and also UGS) 

connections increases the rate of fair bandwidth allocation decreases. Thus, it is 

easiest to ensure fair allocation of resource access between classes when the 

network is dominated by BE and nrtPS traffic, which by definition is traffic prone 

to resource degradation. 

In the work [161] CAC adaptation involves controlling the throughput of flexible 

links by: (a) reducing the throughput of some connections when the system is 

saturated and (b) increasing the throughput of some flexible connections when a 

previously active but terminated connection is terminated. In addition, the authors 

analyse the impact of link adaptation mechanisms (AMC, HARQ) on the total 

system capacity (Erlang capacity), showing how to choose a CAC mechanism 

and modulation scheme to increase the Erlang capacity region.  

The ABD-CAC algorithm presented in the book [162] ensures equal priority for 

handover calls. The algorithm is designed for a heavily loaded network, while 

guaranteeing high bandwidth utilisation and low wasted bandwidth (waste). The 

algorithm uses the idea of a 'bucket of tokens’ to provide delay and bandwidth 

guarantees. When there is a shortage of resources for real-time connections, 

resources for a new connection are recovered by degrading nrtPS and rtPS 

connections. The degradation of individual connections is implemented 

adaptively - i.e. in relation to the bandwidth requested by the connection. The 

proposed algorithm, compared to the algorithm with a 'fixed bandwidth 

degradation step' [156], does not provide an improvement in the probabilities PB 

and PD for either class, while it noticeably increases the bandwidth utilisation of 

the system, especially for high network loads, precisely by adapting the 

degradation level to the needs of the request being served. Furthermore, it was 

shown that for nrtPS, rtPS connections, as the intensity of the requests increases, 

the profit for the operator (defined by the revenue parameter) increases. The 

authors emphasise that achieving a fair distribution of probabilities between PD 
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and PB for all types of calls is a task for the network designer. On the other hand, 

it has also been proposed (following [163]to use a dynamically modified threshold 

of reserved bit rate (Bth ), whose value is subtracted from the maximum bit rate 

(MSTR) of each class, which translates into an effective degradation level of 

ongoing connections. The variation of the threshold should follow the variation 

of the traffic intensity in the cell.  The weighted values of the GoS parameter for 

each class of service, are inserted into the formula for the cost function (CF). The 

value of the threshold Bth is optimised on an ongoing basis, responding to changes 

in incoming traffic intensity to minimise the cost (CF).  

The DHCAC algorithm is described in [164], as a typical control 

algorithm for accepting requests with bandwidth reservation.  For the purpose of 

the simulation, the authors assumed the existence of three traffic classes (UGS, 

rtPS and BE) due to the fact that the values of the traffic descriptors for nrtPS and 

rtPS connections are similar. These two classes differ primarily in their 

requirements for the level of delay, not in the bandwidth itself. Algorithms based 

on bandwidth reservation, on the other hand, generally only consider the available 

and requested bandwidth. Parameters such as delay or jitter are therefore not 

typically considered. It can therefore be assumed that in the case of admission 

control algorithms based on bandwidth reservation, there is no fundamental 

difference between rtPS and nrtPS traffic. For UGS connections, part of the 

bandwidth is reserved (U), while connections of the other classes are described 

by the minimum value of the desired bandwidth. The authors assumed that also 

for BE connections a minimum value of bandwidth is specified. In the case of 

insufficient remaining bandwidth (i.e. 𝐵𝑎) in order to accept a new connection of 

classes rtPS and nrtPS with the required bit rate BrtPS , BnrtPS , a mechanism is 

triggered to evenly acquire bandwidth from connections of lower classes, in 

the order defined according to the priority 𝑃𝐵𝐸
𝑅 > 𝑃𝑛𝑟𝑡𝑃𝑆

𝑅 > 𝑃𝑟𝑡𝑃𝑆
𝑅 , where 𝑃𝑥

𝑅 

denotes the priority in recovering part of the bandwidth. Thus, if the bandwidth 

of an incoming rtPS connection exceeds the available bandwidth (𝐵𝑎), a check is 

performed sequentially to see if, after degradation of the class bandwidth 

according to the priority order by a value of ∑𝐵𝑖
𝑘 − 𝐵𝑚𝑖𝑛

𝑘 , it will be possible to 

accept a new connection BrtPS , BnrtPS . The decision rule of the DHCAC algorithm 

for a new connection (𝐵𝑥) of a type other than UGS, is as follows: 

)( UBBBif xused −+  2-5 

The above approach can be problematic and lead to inefficient use of bandwidth. 

This is because it does not take into account the bandwidth already used by UGS 

connections. Furthermore, in the worst case scenario, i.e. when a value of 𝐵𝑎 ≪
𝐵𝑥 excess bandwidth may be received (𝐵𝑖

𝑘 − 𝐵𝑚𝑖𝑛
𝑘 ) of all classes other than UGS. 

The degradation process itself is a non-trivial issue, as each group of applications 

represented by a given class of service will be differently susceptible to dynamic 

bandwidth modifications. TCP connections, due to the built-in congestion control 

mechanism (AIMD), will respond automatically, whereas UDP connections will 
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only respond if the applications use feedback protocols to inform the source of 

changes in network conditions (e.g. RTCP).  

In the work [165] the algorithm implements capacity allocation between classes 

and, at the same time, by monitoring the distribution of incoming traffic, the 

shares of each class in the available bandwidth are periodically updated. A logical 

separation of resources for HO connections is foreseen, in order to provide PD at 

the lowest possible level for each class in order to increase the level of satisfaction 

and resources. In the paper, base station (C) resources are divided into three areas: 

reserved capacity for HO calls (Ch), reserved capacity for new calls (Cn) and 

shared capacity for calls for which there was no reserved pool space (CS). The 

objective of the algorithm is to maximise bandwidth utilisation given constraints 

on the maximum levels PD and PB of each class. The capacities assigned to each 

class are updated periodically (T=2min) in response to changing traffic 

parameters (𝜆𝑗
𝑛, 𝜆𝑗

ℎ, 𝜇𝑗
𝑛, 𝜇𝑗

ℎ , ℎ𝑗). The results of the comparison with the algorithms 

(Dynamic Complete Sharing, Dynamic Partitioning Scheme) show the advantage 

of the dynamic resource allocation mechanism over static approaches, in 

particular it can be seen that the quality of the connections (expressed by the 

limiting values of the probabilities) is guaranteed for a higher intensity of the 

incoming connections. On the other hand, [166] analyses aspects of modelling 

the performance of a wireless system with bandwidth sharing between classes 

carrying CBR, VBR and ABR traffic in an ATM network compatible model. The 

author assumes a CTMC chain as the system model, while network states for 

which the sum of connections would exceed the available capacity value result in 

the compression of the bandwidth of selected connections (i.e. degradation). 

2.7.1.5 Algorithms incorporating the AMC mechanism 

 

 Even though the AMC mechanism is designed as a typical physical layer 

element, it has a real impact on the higher layers of the ISO/OSI model [167]. 

Therefore, in wireless networks such as 4G/5G that support the AMC adaptation 

mechanism, the impact of such solutions cannot be ignored. On the other hand, 

the level of dynamics of modulation and coding changes will be strictly 

dependent on the scenario, i.e.: terminal movement speed, cell size and link 

propagation conditions. Most existing studies on CAC algorithms consider two 

types of call streams: new calls and transferred calls. However, relatively few 

authors address the problem of call rejection due to the AMC mechanism. The 

authors in [168] propose a solution for the CAC mechanism with a static guard 

band threshold and using adaptive modulation and coding. Additional guard band 

has been applied to handle calls for which the modulation has changed (e.g. a 

drop from high performance 64-QAM modulation to low performance QPSK 

modulation). In contrast, the analysis was carried out for one call type and two 

modulations (QPSK, 16-QAM). In [169] [170], the authors undertook an analysis 

of the performance of CAC mechanisms in networks using the AMC mechanism 

for a wide range of wireless networks with a single traffic type. It was shown that 
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considering the specifics of the AMC mechanism in the design of CAC solutions 

leads to improved network performance. In the work [171], the CAC procedure 

is invoked in the following cases: 

• Creation of a new connection  

• Changing connection parameters  

• Changing the MCS scheme for the connection, 

Each of the above conditions can increase or decrease the resource level of a 

given connection. An improvement in radio performance is always accepted in 

practice, but the allocation of resources due to deterioration of channel conditions 

leading to a reduction in modulation value depends on the residual capacity at the 

base station. A lack of resources to implement a connection with a higher level 

of protection will typically be associated with the rejection of the connection.  

The paper [162] shows that work on guard band threshold adaptation, which 

considers the dynamics of modulation and coding changes, can lead to a balance 

between the levels of blocking and rejection probabilities for different links and 

optimise the use of radio resources.  In the situation of the capacity changes 

described above, related to the operation of the AMC mechanism, it is important 

to bear in mind the existence of alternative solutions to support adaptation on the 

network side but also on the application side of the terminal. On the network side, 

one possibility to counteract such a situation is to proactively use, initiated by the 

network, the transfer of selected connections to neighbouring BS stations. This 

will have the effect of recovering additional symbols in the TDMA frame to make 

calls from for channels with a reduced SNR ratio. Considering the variability due 

to radio channel dynamics and AMC mechanisms naturally involves the need to 

take into account the degradation of selected connections if the available 

resources decrease abruptly or very significantly. 

2.7.1.6 CAC algorithms for excess traffic   

Although the authors in [172] focus on wired networks, it seems to be a universal 

approach to take into account in the admission control process, temporary excess 

traffic resulting from problems in the network (broken link, packet re-routing). In 

such a situation, the role of the CAC is to prevent such an increase in traffic that 

would result in a disruption of the quality objectives defined for the supported 

classes of service. To counter such situations, the authors limit the number of 

streams that can be accepted in a given time window. One of the authors' final 

conclusions regarding the manageability of traffic resulting from unexpected 

network events (flash crowds) is a recommendation suggesting that the CAC 

mechanism alone may not be sufficient, congestion control algorithms should be 

used simultaneously. Another typical case of a sudden increase in traffic volume 

is mass events. As the authors show in [173]for LTE networks, the amount of data 

per subscriber for the uplink increases more than four times during mass events, 

compared to a normal day. The increase in resources used is due to the fact that 

the activity is heavily dominated by the uplink, and since the uplink has, in 
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general, lower spectral efficiency compared to the downlink, it takes longer to 

deliver a similar amount of data in the uplink. Therefore, admission control 

solutions should take into account the possibility of a sudden increase in traffic 

flow intensity. The authors in [117] propose two CAC algorithms for real-time 

traffic in 4G networks. Both solutions use a moving average (EWMA) [174] of 

the number of free OFDMA symbols observed in consecutive frames (freeSlotsi) 
by the serialisation mechanism. The subject of the calculation are the symbols 

remaining after the traffic offered by the real-time connections has been accepted, 

in a given frame 𝑖. Averaging makes it possible to reduce the reactivity of the 

CAC mechanism. The first algorithm (MBAC) uses the value of the averaged 

number of remaining time slots as the CAC decision parameter, and as long as 

this number is greater than a fixed limit (e.g. 10 slots) a new request is accepted. 

The algorithm does not deviate from the assumptions of the CS-CAC [118] basic 

mechanism. However, this approach does not provide protection against an influx 

of calls that do not follow a Poisson distribution, i.e. in the form of bursts, the 

authors propose an approach that takes into account the continuous adaptation of 

the dynamic booking threshold (MAAC algorithm). For a newly arriving call, the 

condition is checked for 𝐵𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑑𝐵𝑊
𝑅𝑇 + 𝐵𝑟𝑒𝑞

𝑅𝑇 < 𝑙𝑖𝑚𝑖𝑡. If the inequality is 

satisfied a new real-time connection with a bit rate of 𝐵𝑟𝑒𝑞
𝑅𝑇  is accepted and the 

value 𝐵𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑑𝐵𝑊
𝑅𝑇  is increased by the MRTR (Minimum Reserved Traffic Rate) 

bit rate set in the subscription of the newly accepted connection. The setting of 

the limit value (limit) is implemented periodically, according to a rule known 

from TCP protocol implementations, i.e. Additive Increase Multiplicative 

Decrease (AIMD)  [175].  In addition, the appropriate choice of update frequency 

of the limit value (limit) is worth considering in such an approach. The authors 

of the Blue algorithm [176], which controls the size of the packet rejection 

probability in the router's broadcast queue (Pm), suggest including a variable 

controlling the length of the period without updates (freeze_time). A similar 

approach to dynamically adjusting the value of the threshold (Th) determining 

the ratio of dedicated resources to new and transferred connections was used in 

the work of [74] [148]. These algorithms also use capacity estimation in the next 

TDMA frame, using the rolling moving mechanism (EWMA). The advantage of 

this approach is that it replaces the analytical aspect (analysis of the 

optimal/maximum loss level) with a reactive approach (the threshold determining 

the RT/NRT link ratio changes when the loss level of real-time regime link 

packets, exceeds a certain threshold value η).  

In the work [177], the authors analyse the congestion control algorithms 

and uses dynamic multi-model adaptive exponential smoothing (DMMAES), to 

calculate the optimal smoothing coefficients and weight of each mode to speed 

up the 'vehicle congestion' prediction. The authors in [178] describe the resource 

utilisation rate of the base station is by three admissible states: idle, busy, 

saturated, depending on the system load. With this approach, the authors plan to 

adapt the adopted CAC strategy to the system state. When an incoming call 
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requires a minimum amount of bandwidth that is not currently available, it is 

assumed that normal and on-demand calls can be degraded (classes of service are 

arranged according to priority). Due to the assumption of the presence of the 

AMC mechanism, the instantaneous bit rate value is related to the SNR value of 

the j-th connection in i-th class. In addition, the authors divide the space of 

possible system states into three subsets using thresholds: 𝜌𝑏𝑢𝑠𝑦, 𝜌𝑠𝑎𝑡. Exceeding 

the threshold value of the system load changes the CAC decision rule according 

to which the decision process is implemented. Here, a similarity to options 

approaches [179] is apparent, where the state space is divided into smaller parts.  

2.7.2 Learning based CAC algorithms 

Recent papers overviewing the use of machine learning to support RRM in 

general, and slice and user admission control in particular indicate the essential 

role the learning-based approaches have [180]. There is nice summary of 

achievements feasible with the use of machine learning (ML): supervised, 

unsupervised, reinforcement learning as well as deep reinforcement learning 

(DL) approaches and their potential in supporting the slice management. Authors 

indicate superiority of DL techniques (e.g. LSTM) over alternative solutions of 

ARIMA or Holt-Winters for seasonal prediction. The main target for prediction 

is the “total traffic per slice” in the 90% of the papers. It can be seen that with 

regards to admission control the promising combination of techniques is the use 

of prediction (LSTM, GRU, DQN) with the RL model for resource allocation 

optimization (MDP, sMDP models). Only minority of papers deal with actions 

different than “admission/rejection” – few of the slice-level admission deal with 

“scaling resources up/down” when admitting slice. And absolutely few papers at 

time of writing this thesis refer to the use of digital twin models of RAN networks 

in order to design optimal resource allocation strategies [81]. It can be seen there 

are multiple inherent trade-offs between user admission probability and QoS 

satisfaction, a trade-off between network reliability and resource efficiency, etc. 

(see section 2.4.1 for more on relation between CAC and other mechanisms). In 

all of the existing RL solutions, those trade-offs are handled inside the reward 

function, by defining a weighting factor between two objectives – here the multi-

objective RL (MORL) is known to deal with multiple-objectives at time [181]. 

The reward function is defined as vector not scalar, it can help solve problems 

with conflicting objectives.  

According to the papers above forecasting of end-user traffic is still a missing 

piece of the network slicing problem, as most researchers focus on slice level 

aggregated traffic prediction. Another aspect for future research is trade-off for 

computing complexity and accuracy in the training of DL algorithms used for 

network slicing. Recent papers on approximate computing which indicates trend 

of more lightweight computations being also under intense research nowadays 

[182], [183]. Desired level of data needed to train an agent can be the limiting 

factor, which requires to carefully design frameworks to perform training 
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efficiently with the available data. Based on [180]findings the number of studies 

focused on sample efficiency is considerably low and this is an area where 

additional efforts are expected. Also combining multi-armed bandit (MAB) with 

federated learning is foreseen as essential directions towards scalable learning 

frameworks in the future networks. 

Markov Decision Processes (MDP) have a great deal in modelling and 

solving sequential decision problems for discrete time (MDP) and continuous 

time (semi-MDP) models. The interest in Markov Decision Processes is solely 

motivated by the fact that MDP formulated models are quite simple to understand 

and implement, thoroughly described by rich mathematical theory and have 

proven to be feasible in sequential decision problems where outcomes are 

uncertain.  MDPs have already been used in a great number of applications 

ranging from economics, engineering, ecology, medicine, business and 

communication theory. Also as described in [184] MDPs have proven to derive 

optimal decisions in discrete-time queuing systems like admission control in 

ATM networks (Nordstrom & Carlstrom, n.d.)(Nordstrom & Carlstrom, n.d.) and 

when making routing decisions [145]. Call Admission Control problem in 

wireless networks is in fact a sequential decision problem where actions are 

chosen at call arrivals and the outcomes of the action choice are evaluated in order 

to provide the optimal performance of the system. Therefore an agent/controller 

is faced with the problem of choosing an action in order to maximize a given cost 

function (i.e. future income of the service provider or bandwidth utilization). This 

reflects the situation where a service provided deploys a CAC agent that follows 

a certain policy and chooses actions on call arrivals. The CAC agent may choose 

to accept or reject the incoming call and the action choice has an impact on the 

future sum of rewards (income) received from users or the bandwidth utilization 

rate. It was proven in numerous studies that MDP models can be used to model 

the CAC problem in wireless multimedia networks [186]  [187] [188]. However, 

a CAC controller has to take into account the trade-off between the service 

provider revenue and violation of Quality of Service constraints [186] [189]. To 

derive an optimal CAC policy and simultaneously achieve better QoS the Markov 

Decision Processes can be used. Still this method is somehow limited by the 

Markov property itself which states that the system is memory less. MDP 

formulated CAC problems make some general assumptions like call arrivals 

following a Poisson process and exponentially distributed call holding times. As 

the latter is still true for heterogeneous wireless networks - the call arrival times 

of handoff calls from different cells are not Poisson distributed as proven in [190]. 

Thus, the authors in [191] propose a Generalized Semi-Markov Decision Problem 

model to solve this issue. Another problem that needs to be considered is simply 

the fact that bandwidth utilization is not constant and may change in time for a 

constant number of users (i.e. where several users are utilizing VBR traffic). The 

problem of modelling wireless systems with variable capacity using MDP was 

described in [192]. A multidimensional Markov Chain was also used in [193] and 

[144] to solve the CAC agent problem in wireless cellular networks. Also, a Call 
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Admission Control strategy for integrated WiFi/WiMAX services using Semi-

Markov Decision Process was formulated in [194]. However MDP models can 

be applied to solve different optimization problems like for example MDP-based 

optimized scheduling algorithms in 4G networks, as proven in [146].   

Apart from using general dynamic programming techniques (LP) to solve MDPs, 

alternative ways are also proposed to derive optimal policies for MDP formulated 

problems. The authors in [195] solve the MDP formulated problem using 

Reinforcement Learning [196]. They implement a Temporal Difference 

algorithm called Q-learning in order to derive the optimal CAC policy. This 

approach has proven to be feasible with MDP and the calculated Q-values tend 

to converge to the optimal CAC policy. Still the Q-learning algorithm suffers 

from the generalization problem but this can be solved using artificial neural 

networks to approximate the results [195] [196].  

Table 9 Overview of MDP research  

 
In the table Table 9 it is possible to check what topics the six representative 

groups of researchers (rows) are pursuing. The highlights in blue just below the 

table of Table 9 indicate least covered area and the green ones Figure 14 on the 

other hand indicate topics present in vast majority of papers.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 14 Overview of topics not well covered in the resource allocation with MDP 

For the analysis of the models of probabilistic systems, models are based on the 
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assumption that there is no dependency between states, i.e. the so-called lack of 

memory (CTMC, DTMC, MDP, PA probabilistic automata, PTA time-dependent 

probabilistic automata). Future states depend only on the current state. There are 

various tools supporting the process of formal modelling and analysis of random 

systems, e.g. PRISM, ORIS [197]. A formal description of stochastic processes 

enabling the specification of both quantitative and qualitative properties of the 

system is referred to as SPA (stochastic process algebra) [98]. One known way 

to carry out a quantitative analysis of such a system is to use a generalized semi-

Markov model. A performance model that describes this type of system family 

well is e.g. continuous Markov chain (CMTC) - other models are e.g. stochastic 

automata. The use of these tools, apart from facilitating the design of such 

systems, enables e.g. determination of probability distributions for transition 

states. In the [198] authors implement SON agent for eNB using ANN 

architecture, in order to improve the reinforcement learning performance for the 

antenna tilt tuning in cellular 5G deployments. ANN is well known for its ability 

to learn from a vast number of inputs, while the stochastic learning technique 

relies on a simple action-based probability vector updated based on system 

feedback. They compare this solution with a simple Stochastic Cellular Learning 

Automata (SCLA). 

Most recent trend in network modelling is the definition of a digital twin 

for a physical realm, it also regards network modelling. Among the representative 

references if the paper by [81] which analyses the modelling of 5G network where 

there is a need to deal with multi-tenant networks where capacity needs to be 

shared optimally. The traffic generation uses Poisson arrivals and exponential 

holding times, mobility pattern uses random walk, propagation model is the 

Urban Microcell. Capacity sharing uses SON model which interacts with DQN-

MARL agents in gNBs to share the PRBs appropriately, then at gNB level the 

RRM policy allocates PRB to UEs. The UEs attach to gNBs based on max-SINR 

rule. The digital twin concept is relatively new, although already promising as it 

has been identified by well recognized organizations e.g., ORAN, ESA, EC 

among others. For example, the ESA has recently launched call for proposals 

indicating that “challenging aspects of the development of a new generation of 

mobile networks is the radio technology. Traditionally, it has required a lot of 

prototyping, testing and measuring inside and outside the lab. A Digital Twin of 

the physical environment capable of modelling radio propagation in large and 

dynamic environments would greatly aid this process [199]. 

2.8 THE FUTURE WIRELESS NETWORKS 

In 4G networks, the data and control planes are not separated, without having 

programmability at the RAN that also limits us to provide global information of 

the network. The overall transition on perceiving the role and place of ML 

techniques in next generation networks is shown in Figure 15. It can be noticed 

that in the architecture part (lower plot) there will be most focus on 
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programmability, virtualization (5G) and later on the self-sustainability, 

flexibility and intelligence in 6G. The first specifications by 3GPP are expected 

around 2028. While in the access network evolution that is expected the 

prevailing features will be increased speed, network densification, targeting 

industrial applications with ultra-low latencies and sensing as a new sources of 

data.  

 

 

Figure 15 The transition of network architecture towards 5G and beyond networks. 

The future 5G network evolution is expected to be extremely heterogeneous 

where femto-cell, micro-cell, and pico-cell coexist altogether. Furthermore, 

multiple applications will coexist in the architecture to provide different services 

to the underlying users. Therefore, the traditional network architecture design has 

to be software-driven to satisfy the diverse requirements of 5G networks. Figure 

15 expresses the vision of ML in B5G networks. As shown in there the 

disaggregation of software from the hardware with the help of the network 

function virtualization concept (NFV) is enabling a flexible network architecture 

of 5G networks. However, the B5G networks should be flexible and self-

adaptable where the distributed intelligence is based on applying ML algorithms 

in the network. The zero-touch network and service management and the 

influence of the development of the innovative algorithms based on ML will 

enable dynamic adaptation of the B5G networks that satisfy the demands of the 

users. 

As is known, the user’s behaviour is very dynamic and their traffic for the future 

B5G networks will vary over time. Therefore, it is difficult to predict their 

behaviours and provide an accurate mathematical model to solve optimization 

problems. Due to the lack of accurate models, the traditional way of solving the 

PHY and MAC layer problems based on mathematical models will not be 

optimal. This is one of the main reasons we need to learn the environment by 

applying ML algorithms in the networks to make an optimal decision more 
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accurately and optimize the optimization problems. The ML algorithms for the 

MAC layer tasks execution will leverage the performance of future B5G networks 

where the parameters of the network are unknown. Therefore, Table 10 provides 

a list of PHY and MAC layer problems that could be potentially solved by using 

several  ML algorithms. 

Table 10 The example of ML in 3GPP protocol stacks for B5G networks [own summary] 

 
From the 5G virtualized networks perspective the edge-computing allows 

avoiding data transfer to the cloud, and thus is capable of providing low latency 

and processing large volumes of data. Especially micro-data centres are 

becoming important recently [200]. Initiative in [201] is promoting the adoption 

of the edge computing paradigm within the manufacturing and other industrial 

markets. As it is mentioned in [202] cloud service providers will need to deploy 

Kubernetes (or alternative edge ecosystem) at large scale with hundreds of 

thousands of instances at the edge. However, this distributed cloud architecture 

imposes challenges in terms of resource management and application 

orchestration. Recently launched H2020 big data processing and artificial 

intelligence at the network edge (BRAINE) project [22] is dealing with the design 

of an edge micro-data centre (EMDC) solution that is supporting the underlying 

innovative use cases of 5G and beyond networks which is discussed in section 

7.8. 

2.8.1 Beyond RRM with disaggregated vRAN 

The wireless system design characteristics introduced by 5G (including among 

others: service-based architecture (SBA), control and user plane separation 

(CUPS) splits, functional splits) brings an important change to the so far black-

boxed solutions of wireless network nodes. The radio stack software 

functionalities are decoupled from underlying hardware and allow the MNOs to 

remotely upgrade settings of the eNB, e.g., update from LTE to LTE-A, or from 

802.16e to 802.16m. The tight coupling of software-hardware was a barrier for 

any modifications. On one hand the hardware (HW) underlying any eNB up till 

4G was always following a vendor-specific, dedicated design (as an opposite to 
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COTS HW architectures). Such a deeply proprietary approach of the past, has 

effectively blocked extensions and introduction of innovative research results, 

and has limited it only to the internal works performed by relevant R&D teams 

of big vendors.  

With the 5G, separating control and user-plane is yet another level of flexibility, 

as processing the two important planes can now happen on separate 

nodes/systems. As the functions of gNB are now “disaggregated” both in the 

design phase, as well as at the solution deployment stage, this creates an end-to-

end (E2E) open ecosystem. Eventually the ultimate innovation enabler is the O-

RAN alliance activities introducing open interfaces and the RAN intelligent 

controller (RIC). The latter enables plug and play approach to the usage of so 

called “RAN functions (network interfaces, key performance metrics, etc)” and 

sitting on top of them SW plug-ins also called xApps3. This way the holistic 

research process in the wireless systems design can now be “fostered” with easy, 

programmable access to the internal functions of 3GPP RAN. 

 

Figure 16 Orchestration of disaggregated SD-RAN. 

Therefore the implementations of functions such as radio resource management 

(RRM), mobility and more, can in addition to the pure simulators also be taken 

to the new level of “experimenting in the loop of a real system” [203]. The above 

architectural updates in the wireless systems specifications would be lagging 

behind, without relying heavily on the virtualization (ETSI NFV), cloud-edge 

flexibility and performance as well as SDN paradigms adopted to 3GPP/O-RAN. 

 
3 A special type of control plane application available at RAN Controller for RAN 

Configuration, AI/ML model policy execution, radio resource management model, slice selection, 

etc as per O-RAN compliance approved specifications specified by O-RAN WG-1 and WG-3 
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Software-defined radio access networks (SD-RAN) refer to a network software 

solution that combines the RAN functionalities in a disaggregated manner.  

Figure 16 illustrates the innovative options of utilizing disaggregated RAN 

that can be deployed in the cloud-edge continuum by utilizing orchestrator. In the 

figure one can see evolution paths of SD-RAN workload from its deployment via 

an orchestrator, down to various SD-RAN footprints that depend on the required 

vs available resources and performance metrics. In the flow of the presented life-

cycle the SD-RAN work load experiences: (a) migration between EMDCs, (b) 

vertical scaling within single EMDC, (c) disaggregation before migrating to 

another EMDC and eventually (d) moving a single SD-RAN subcomponent (e.g. 

MAC or PDCP) to another EMDC. The key driver here is the pursue for 

optimizations both at the radio or computing resource side. Smart decision 

making requires orchestrator to: have access to up-to-date metrics from SD-RAN, 

be federated with other orchestrators (e.g. across EMDCs), support smooth 

transition of workloads between EMDCs (e.g. with service mesh functionality), 

have east-west and cross-domain interaction between SDN controllers (e.g. RIC 

- transport network controller), have an overall and updated access to resources 

available across EMDCs (e.g. through knowledge sharing between the EMDCs), 

deploy suitable service chaining strategies to allow optimal service location and 

chaining. All these functions require architecture at MANO level that is amended 

by AI/ML models, thoroughly integrated in a cross-layer fashion, potentially 

utilize policy-based management with access to semantic information on: 

infrastructure capabilities, use-case requirements and configuration. The 

consequences of disaggregated RAN (e.g., functional splits) lays mainly in 

opening the market for the vendors/providers. However combining it with 

virtualization and centralization (or distribution) has multiple effects on the radio 

resource management: 

• virtualization allows dynamic scaling or computing resources which in 

turn removes the bare-metal natural limits of “physical resources” of 

underlying HW  

• software-definition of underlying network links, those which 

interconnect the edge data centers, brings also scalability and adaptability 

to the networking infrastructure, which can now get its capacity quickly 

adjusted by means of e.g. decomposed optical network  

• pooling the processing of multiple BBU, introduces among all (i) 

redundancy gains, (ii) cooperation capabilities between processing 

nodes, (iii) opportunity for removing certain parts of wireless system 

signalling like for example handovers in the context of mobility under 

ultra-dense networks  

• network provisioning can become utility based, where multiple criteria 

can be utilized to optimize network virtualized functions in a dynamic 

and adaptive way. More generally it becomes easier to create, apply and 
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tune any intelligent strategies for virtualized network functions (VNF, 

CNF) orchestration  

• softwarization of the RAN opens the doors towards full network 

programmability. Naturally this is tightly linked with AI/ML increased 

presence, taking for example novel architectures such as ETSI ENI [204]. 

Currently, attractive approaches to the implementation of control in networks, 

mainly due to open-RAN approaches and virtualization, are based on a 

centralized approach. Centralization is beneficial due to the availability of 

quality parameters from monitoring systems (OSS), easier coordination of 

conflicting quality goals, a broader view of the network enables a more global 

approach. In turn, as the density of future networks increases (mainly due to 5G 

deployments), a centralized approach will have to give way to a more distributed 

solutions. A trend that is very conducive to the centralization of control is the 

increasing availability of solutions that enable software control of networks 

(including SDN, NFV), but also the growing density of base stations per km2 in 

the coming years, due to the increase in the carrier frequency towards millimetre 

waves (i.e. above 6Ghz). As a result, future networks will be based on the use of 

virtualized RAN functionality deployed in the cloud-edge continuum, which 

will make it possible to co-locate baseband processing functions, and eventually 

cooperative control (as opposed to distributed control) will be possible [205]. As 

a result of this approach, the automation of management in the RAN network 

using SON techniques will be included in the architecture of future 5G networks, 

enabling the implementation of various intelligent solutions supported by 

machine learning algorithms [75]. 

2.8.2 Suitability of optimizations for B5G resource management 

As mentioned in previous section the important novelty of 5G / B5G systems is 

the enablement of optimizations both at the radio or computing resource side. 

This way once 5G/B5G are deployed in the edge-cloud continuum both energy 

consumption, computing and radio resources control can be performed in parallel, 

just by appropriate set of algorithms placed at the RIC platform [206], .  

The process of workload prediction and placement is designed to provide an 

efficient bridging between the data collection - model training and the ultimate 

system modernization goals. As such it can be linked with various KPIs, that 

should be tracked to assure particular performance guarantees expressed inside 

SLA agreements. It is also assumed that the underlying 5G/B5G system will 

follow the self-adaptive design. Although it is not specified which optimization 

best-practices should be followed (e.g. ETSI ZSM, ETSI ENI, etc.). In order to 

attain optimization objectives (of maximisation or minimization) the AI/ML 

models should be intertwined with the comprehensive set of radio/computation 

resource management techniques. Such intertwining should also consider the 

cross-dependencies between different techniques (e.g. performing resource 

scheduling and admission control should be aligned). The broadly speaking 
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resource management and network modernization techniques considered here 

include (but are not limited to): (i) scheduling of radio resource blocks (RB), (ii) 

admission control of new connections, congestion control of 

connections/resources, (iii) multiple-access scheme selection (OMA, NOMA), 

(iv) multi-access edge computing, (v) network management (that previously 

assumed availability of SON mechanisms). All these mechanisms either (a) deal 

with resources allocation based on optimization criteria or (b) influence and 

support resource allocation indirectly.  

2.8.3 Workload prediction in future wireless networks 

The virtualized radio access network (vRAN) is introduced as an agile approach 

of RAN deployment and management that facilitates network operators and 

infrastructure providers with the promise of better operational efficiency and 

improved flexibility to meet the exponential demands of 5G enterprise customers 

[207]. A vRAN architecture enhancements are enabling innovation towards 6G 

and disrupting business models. In the cellular system, the cell edge users usually 

face network challenges more severe as compared to the users close to the cell 

center. This happens due to significant pathloss and greater interference from 

nearby cells at the perimeter. This issue is now becoming even more challenging 

due to the increased density of base stations expected. The edge micro data center 

(EMDC) is a proposed solution for networks deployment at edge which offers 

customized resources (compute and storage) for applications intertwined with 

networking infrastructure components (i.e. mix of workloads).  

The edge architectures are important for decreasing application response times 

and improving the ability of operators to collect and process data [208] to further 

improve the vertical applications as well as network performance. In a typical 

edge computing paradigm, multiple edge servers are placed close to the end users 

to support quick computation and required bandwidth. However, the escalated 

devices will introduce several challenges of resource management and elasticity 

towards vRAN in the EMDC. The accurate prediction of the future workload 

considering central processing unit (CPU) consumption is critical to the 

efficiency of vRAN resource management. Due to resource constraints of the 

edge servers, precisely predicting the workload of various edge servers can be of 

great importance in proficiently utilizing the EMDCs. The role of combined 

compute and radio resource scaling in case of virtualized 5G networks 

deployments is essential as it allows to perform the paradigm shift from a network 

provisioning based on a busy hour.  

Several artificial intelligence/machine learning (AI/ML) based predictive 

methodologies and schemes are proposed to estimate the future resources demand 

[22], (Hu et al., 2023) [23]. One of the European Union (EU) H2020 granted 

projects, i.e., Big data pRocessing and Artificial Intelligence at the Network Edge 

(BRAINE) is currently delivering the novel HW architecture and SW middleware 

for the EMDC - in order to boost the performances of the edge networks. It 
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provides solution that combines vendor apps workloads together with 5G 

infrastructure in the same cluster of containerized workloads. Hu et al. in [209] 

proposes a containerized edge computing framework for dynamic resource 

provisioning. This framework integrates workload prediction and resource pre-

provisioning to provide high utilization of edge resources. Pramanik et al. 

characterize the computational and memory requirements of virtual RANs with 

regression models to predict better demands for resources [23]. They use 4G 

vRAN testbed leveraging the non-disaggregated open-source mobile 

communication plat form and general-purpose processor-based servers. The ML 

based virtualized network functions (VNFs) prediction and placement in the 

network edge is investigated in [210] where authors propose a neural-network 

model to assist in proactive auto-scaling by predicting the number of VNF 

instances required as a function of the network traffic. This research also 

investigates the placement of these VNF instances at the edge nodes with a 

primary objective of minimizing end-to end latency from all users to their 

respective VNFs. Authors from Microsoft introduce a user space deadline 

scheduling framework Concordia [211] for the vRAN on Linux. It builds 

prediction models using quantile decision trees to predict the worst-case 

execution times of vRAN signal processing tasks. These predictions are used to 

calculate and proactively reserve the least number of cores required to perform 

the vRAN pool operation in the next slot (e.g., 1 ms), releasing the rest of the 

cores to the operating system (OS) for other tasks. In [212] authors evaluate the 

use of LSTM network for prediction of electric energy consumption. They show 

that LSTM provides better RSMA values for two data sets than ML techniques 

of XGBoost and random forrest. They apply the created model to energy saver 

module that controls energy consumption. Similarly, in [213] authors show that 

LSTM network is accurate in predicting future requests and the system can 

allocate appropriate resources ahead of time. It is also used among other 

predictive methods (ARIMA, GRU, Holt-Winter) for the link adaptation in 

intelligent MAC experiments by [214]. The LSTM combined with the RL decides 

whether the system needs to schedule more virtual machines, avoiding 

unnecessary resource scheduling, especially when requests suddenly appear in 

peak. The RL makes optimal decisions based on historical experience and current 

system state.  

In [215] it is shown that RL offers a promising perspective for designing cloud 

autoscaling strategies based on an online learning process. It has been shown that 

demonstrating that considering the specific characteristics of workflow 

applications when taking autoscaling decisions can lead to more efficient 

workflow executions. It is highlighted however in [216] that accurate bandwidth 

prediction remains a challenging task due to the short-distance coverage and 

frequent handover properties in 5G networks. In this work both ARMA and 

random forest are used. They also propose end-to-end congestion control 

algorithm that adaptively sets the senders’ rates to the predicted bandwidth by 

their algorithm called HYPER.   

https://www.sciencedirect.com/topics/computer-science/workflow-application
https://www.sciencedirect.com/topics/computer-science/workflow-application
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On the other hand authors in [217] show that embedding the optimization 

problem in the training pipeline can improve decision quality and help generalize 

better to unseen tasks – as compared to relying on an intermediate loss function 

for evaluating prediction quality. A comprehensive study of various deep 

reinforcement learning architectures is presented in [218]. Dynamic auto-scaling 

rules for containerized applications are introduced by [219], they mention that 

even though CPU and memory utilization is the state-of-art., the propose an 

autoscaling method which updates resource threshold dynamically based on 

monitoring data from infrastructure as well as from application. Authors mention 

that setting optimal monitoring interval is not trivial task. 

2.8.4 Multi-RAT solutions 

According to [124] “Network selection plays a fundamental role in providing 

stable connections with an adequate level of QoS. Hence, network operators and 

providers commonly exploit several advanced techniques to select the best AP to 

allocate new connections. Among the various techniques proposed in the 

literature, multiple attribute decision making (MADM) proved to be one of the 

most flexible solutions to capture user preferences and QoE-related aspects in the 

decision process [220]. In MADM solutions, the information characterizing the 

decision-making is made by the so-called attribute values and attribute weights: 

i) the first ones describe characteristics, qualities, and performances of different 

alternatives, whereas ii) the latter ones are used to measure the relevance of 

attributes. By modelling the network selection problem as an MADM, it is then 

possible to decide the trade-off among service QoS requirements, user 

preferences, and overall network congestion. The recent example of global user-

traffic analyses from the COVID-19 pandemic outbreaks indicate a need for 

robust and novel solution based on intelligent switching of downlink traffic 

between two different radio access technologies (RAT) - so called multi-RAT. In 

[221], the authors propose a multi-path based adaptive concurrent transfer 

scheme that allows application layer traffic transmission via user data gram 

protocol (UDP). The proposed method can improve the throughput of the system 

while satisfying the constraints of quality-of-experience (QoE), the video 

encoding rate, and the priority of the frame, respectively. Fast-RAT scheduling 

solution in a 5G multi-RAT scenario is studied by Victor et al. [222] where 

reference signals received power (RSRP), received signal strength indication 

(RSSI), and reference Signal Received Quality (RSRQ) based criteria are used to 

select the suitable RAT. It has been also validated in the paper that the RSRP-

based RAT selection provides better user equipment (UE) throughput 

performance than other methods used for simulation comparison. Sharing 

capacities between various RAT is attractive method of balancing traffic. The 

LTE-WLAN aggregation (LWA, LWIP) combines the resources of both RAT’s 

and provide opportunity of sharing both LTE and Wi-Fi capacities [223]. The 

LWA provides a mechanism which enables scheduling decisions to enable 
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aggregated LTE and WLAN traffic at the gNB level. In particular LWA provides 

capacity to offload non-priority data over WiFi. Interestingly no interaction with 

the core network is required according to 3GPP specifications. The full control 

over traffic switching decision is made at the AP. In this mechanism, it is very 

important that the network should intelligently steer the traffic between two 

different RATs to satisfy the QoE of the users (or other goals of operators). In a 

series of works [224], [225] Afaqui et al. showed the design mechanisms and 

implementation of these (LWA and LWIP) mechanisms through National 

Instrument software-defined radio (SDR) setup at the Online Wireless Laboratory 

of Technical University Dresden (TUD). In multi-RAT environments, cell 

association, radio resource scheduling mechanism, mode selection, and multi-

connectivity scheduling solutions have already been investigated to evaluate 

performance of the networks [226], [227] and  (Anany et al., 2019). According to 

materials in the prior art the most important for assuring this mechanism 

efficiency is the level of difference between the delays on WiFi and LTE. When 

too large, the resulting throughput will be degraded as compared to using any of 

them on a single interface. This way the powerful traffic steering mechanism is 

required in order to assure that most suitable WiFi AP is selected. 

2.9 THE ROLE OF KPIS 

The user perceived QoS (or Quality of Experience – QoE) is often considered as 

the “ultimate measure” of system performance. According to ITU-T one can 

describe QoS as the ‘degree of objective service performance’ and QoE as the 

‘overall acceptability of an application or service, as perceived subjectively by 

the end user’ [229]. While QoS evaluation is only a matter of measuring crucial 

network performance parameters, QoE measurements are much more 

complicated as they usually involve modelling the human perception in the 

measurement process (in a direct or indirect manner). The user-centric QoE 

measurement process has been already conducted by ITU-T and captured in 

Recommendation P.800 [230]. There is shortage of research using QoE metrics 

which are tailored to the surveillance applications. Most of the existing video 

QoE metrics are derived from VoD like technologies [231] and thus mainly 

related to entertainment multimedia. Recently the ITU-T is keeping track of this 

need in amendments to its P.912 specification for “video recognition tasks”. The 

methods used so far in improving QoE of video streaming focus mostly on the 

pixel-level QoE evaluation and can be divided into: Full-Reference, Reduced-

Reference, No-Reference categories. These categories differ in the availability of 

source videos during metric calculation. Major focus (for multimedia scenarios) 

is put into enhancing and improving image quality frame by frame by evaluating 

specific, video-oriented metrics such as blurriness or jerkiness. However such 

approach does not take into consideration contextual requirements of the 

operators nor variations caused by variable network conditions [232]. From this 

thesis point of view, most important QoE metrics are: Blockiness, Blockloss and 
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Freezing. They are important as they directly relate to the critical aspects of video 

fluency when experiencing wireless network misbehaviour especially in the 

scenarios with the uplink video delivery. The most relevant No-Reference Video 

Quality Indicators cover among others:  (i) PSNR (Peak Signal to Noise Ratio) – 

that computes the Mean Square Error (MSE) of each pixel between the original 

and received images.  Images with more similarity will result in higher PSNR 

values, (ii) SSIM (Structural Similarity) – the main drawback of PSNR is that it 

does not consider how human perception works, hence in some cases it cannot 

detect some human perceptible video disruptions. To address this shortcoming, 

SSIM combines luminance, contrast, and structural similarity of the images to 

compare the correlation between the original image and the received one and 

eventually. Regarding the no-reference metric, the handful tool is the set of 

metrics developed by [233]. The metrics are very clearly defined and also they 

closely follow the human perception. 

2.10  REAL-TIME VIDEO DELIVERY 

Video streams are dominating today’s Internet traffic share especially in the 

down-link direction. There is growing need for remote mobile surveillance 

solutions (area reconnaissance, crisis management operations, area crowd 

mapping, threat detection and mitigation for trucks on parking lots) and the 

emerging and disruptive market of autonomous cars strives to capitalize on that 

feature as well. Remote operation of cars and especially trucks is the big promise 

for the logistic sector [234]. 

In order to deal with remote monitoring of the moving objects (e.g. car, 

drone) environment and provide capabilities for its control by a remote operator 

one need to consider few crucial substrates: (i) particular scenario requirements 

in order to assure smooth operation of the car (e.g. being able to follow the view 

of the street and the guiding lines, detection of obstacles), (ii) network coverage 

variability (e.g. holes in the coverage) and (iii) channel dynamics while a car is 

moving (e.g. slow/fast-fading mitigation). On the other hand, it is important to 

understand that the typical surveillance systems are usually identified as “target 

recognition videos”. It means that the crucial performance indication is whether 

an operator can properly detect (recognize) an object or a situation which a 

camera captures. In the market there are solutions that can be used for real-time 

monitoring of mobile assets (e.g. police cars, busses). For example, the multipath 

video streaming solutions are offered by companies like [235] or [236] dealing 

with security monitoring. Still those solutions do not seem to assume any means 

of context-awareness in their architecture. In order to build robust video 

controllers that support teleoperation, it is necessary to deliver relevant emulation 

of the target network scenarios, so that the controllers can be tuned based on 

realistic settings of the target environment. Several standalone network emulation 

tools available on the market e.g. [237]. For the purpose of this thesis dedicated 

examination of IXIA ANUI [238] which simulates radio conditions and 
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impairments including signal delays, jitter or packet drops in WAN networks was 

peformed. Unfortunately, tests performed proved it does not support dynamically 

changing bit rate values (on the order of hundreds of changes per second), which 

is main disadvantage of the solution given this thesis aims. From the perspective 

of the video adaptation for wireless systems authors in [239] address approaches 

to improve the delivery of data such as video over disadvantaged networks. This 

work focuses on utilizing reliable multicast protocol’s hooks i.e. in the NORM 

protocol to provide a network information service with access to path bandwidth, 

delay, and lost packets. Resulting network characteristics are derived to drive the 

video transcoder at the server which chooses from set of profiles that include 

settings for: video resolution, framerate, and encoding bit-rate to allow the server 

attempt to fit the video stream into the available bandwidth. The work of [240] 

relies on context-aware services to adapt system behaviours based on the 

retrieved context data (context is represented in a way of ontology). Besides 

choosing appropriate video content based on user profile the dynamic media 

adaption is performed to improve the video quality perceived by the end user in 

response to changes in: varying wireless channel quality, available energy of the 

end equipment, network congestion and application Quality of Ser vices (QoS). 

The results show that utilizing context may help improving video quality (PSNR) 

by 2–3 dB. On the opposite [241] suggests that in order to adapt videos sent from 

UAVs “instead of reacting to packet loss, he uses an increase in queueing delay 

at the router [or CPE] to detect phases of throughput degradation”. Still few 

authors focus on the QoE adaptation concerning the needs of the remote 

monitoring and operation of car or drone.  

2.11 OVERVIEW OF SELECTED EU RESEARCH PROJECTS 

In the Table 11 an overview of research projects selected due to their convergence 

with the subject of this dissertation and implemented under the programs m.in the 

European Commission, the European Defence Agency or Eureka/Celtic in recent 

years was presented.  

Table 11 Review of selected R&D projects related to the dissertation [own study] 

Sponsoring Institution / Programme 

European Commission: FP6, 

FP7, H2020 

EDA: Cat. „ad-hoc 

B” 

NCBIR: Eureka/Celtic 
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• FP6 EuQoS (2005-2008) – 

development of a quality 

management system in 

heterogeneous IP networks 

• F7 DaVinci (2008-2010) – 

development of new LDPC 

codes for 4G wireless 

networks 

• H2020 5G Essence (2017-

2020) – two-tier virtualized 

5G network architecture, 

including RRM elements 

• SNS JU, 6G-SANDBOX 

(2023-2025) – development 

of a testbed for research on 

6G, especially in the field of 

ORAN, 6G, programmable 

networks, workload 

prediction and placement 

TACTICS (2014-

2017) – 

development of an 

intelligent TSI 

control layer 

enabling data 

communication in 

UHF/VHF tactical 

networks in SOA 

architecture 

 

• MITSU (2013-2016) – 

development of new 

solutions for the 

implementation of 

scalable video streaming 

services in LTE and 

WIMAX networks 

• BRAINE (ECSEL JU) 

(2020-2023) – design 

and development of the 

EMDC architecture for 

edge computing 

combined with AI/ML 

subsystems, as well as 

SOA-based service 

oriented architecture; 

elements of 

virtualization and 

disaggregation of 5G 

RAN networks 
• FP7 Sokrates (2008-2010) – autonomous management and autonomous 

configuration in wireless networks 

• FP7 Semafour (2012-2015) - autonomous management for heterogeneous wireless 

RAN access networks 

• FP7 T-NOVA (2014-2016) – implementation of NFV network functions in the 

service paradigm using virtual network infrastructure 

• H2020 Superfluidity (2015-2017) – flexible system for the implementation of 

NFV function management services, in the infrastructure based on the use of cloud 

computing 

 

In the EuQoS project [63] the concept of quality control in heterogeneous 

networks is based on the resource broker mechanism. In the architectural layer, 

central resource control was implemented through the resource broker 

component. The approach also resembles the concept of "control by probing the 

network" [78]. The project did not address 4G networks, while the approach to 

the implementation of CAC functions in UMTS networks was based on the use 

of MDP algorithms. Delivering efficient FEC codes through implementation of 

non-binary LDPB (nb-LDPC) codes for 4G networks was the main focus of FP7 

DaVinci   [242]. One of the perspectives of assessing the effectiveness of the 

system level simulation using new codes included verification of the effectiveness 

of a radio system (WiMAX, LTE) equipped with nb-LDPC codes in connection 

with the use of CAC algorithms. The approach used in the Socrates project is very 

similar to the idea of a dynamically defined guard-band resource threshold, 

determining the division between resources reserved for handover connections 

and resources for handling new requests presented in [153]. The project analyzed 

the aspect of CAC algorithms in self-organizing LTE networks, with particular 
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focus on situations of sudden change in traffic conditions in the mobile network, 

with time-varying capacity for connections in the downlink direction. Estimation 

of variable cell capacity is carried out on the basis of work [148]. The proposed 

algorithm assumes that a sufficiently high number of flexible connections (nRT) 

is available in the system in relation to real-time connections (RT), in order to 

ensure flexibility of resource control in the event of temporary overload. The 

approach proposed in the project, assumes the possibility of degradation of 

flexible connections (nRT) in order to free up sufficient resources for priority 

connections. It is similar to the work [162] [243]. In the TACTICS project [244], 

special emphasis was placed on distributed management of radio resources in the 

environment of a mobile tactical network. The control of the quality assurance 

(QoS) subsystem is carried out in conjunction with the objectives of the security 

subsystem, the current decisions of which, must be taken into account by the QoS 

controller [245].  A summary of the project's work, along with a demonstration 

of the performance results of QoS control solutions, is comprehensively 

presented in the work [246]. The main objective of the MITSU project was to 

create new solutions for video streaming systems in 4G wireless networks. The 

main research and implementation works on 4G dealt with development of new 

methods for detecting and controlling overloads in the 4G environment as well as 

analysis of the role of protocols like multi-path in optimizing the process of 

delivering content to the operations center [247]. The resource controller in the 

transmitting node (on the 4G user terminal side) has been designed to adjust the 

effective bitrate of the video stream in the uplink direction to the actual link 

capabilities, based on the measurement of radio channel parameters (CINR, 

RSSI, upward modulation). The design work there also analyzed the algorithms 

for controlling the acceptance of applications used in the FP7 DaVinci project. 

The problem of service allocation to a data-center addressed by the T-NOVA 

project focuses on the optimal allocation of services to networked data centers. 

These centers are managed by a single operator [248]. The concept of optimality 

should be understood as multi-criteria optimization in terms of m.in: economic 

benefits, QoS, energy efficiency, etc. This type of problem should be treated as 

an online problem. There is a lack of a priori knowledge about the distribution of 

Network Service requests, requests arrive in a dynamic manner, and after 

acceptance they can remain in the system for any length of time. Therefore, 

"service allocation" problems must be addressed on an ongoing basis as 

applications arrive. The first problem is the selection and allocation of appropriate 

virtual network (VNF) components to data centers when the orchestrator is 

requested. To provide a scalable and resilient (robust) solution, new resource 

allocation algorithms are required to address allocation issues for geographically 

dispersed data centers, partners use the MDP approach.   The benefits of using 

the MDP approach include among all, the ability to predict future requests (their 

dynamics) and apply offline learning and then use the optimal strategy for 

incoming requests in the actual system. The aim of the Superfluidity project was 

to provide solutions at the network level (infrastructure) and controls that will 
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allow to provide services "on demand", in any network segment (backbone, 

aggregation, access) with the possibility of moving the place of service in a 

flexible manner and not adversely affecting the quality of the service, from the 

perspective of users using it [249]. The main challenges faced by the project are, 

among others: enhanced service provisioning periods, over dimensioning to cope 

with VBR traffic, diverse traffic sources, services, access technologies using 

multi-vendor devices and diverse end-user needs. The aim of the project was to 

provide converged services embedded in cloud computing that harmonize with 

the currently designed architectures of future 5G networks, enabling increasing 

the role of mobile Edge computing, offering new business models and reducing 

investment and maintenance costs (CAPEX, OPEX). The work deals with the 

problem of optimal allocation of network resources (virtualized) necessary to 

provide services. Of particular importance is the decision to scale up/down the 

compute resources necessary to start (stop) the virtual machines (VMs) allocated 

to execute VNFs. A solution was sought that optimizes the level of resources used 

while meeting the quality requirements specified in the SLA contract. The related 

task is to ensure optimal load balancing between VMs. The problem was 

formulated as an MDP problem. The policy controlling the assignment of a task 

to the queue is activated with each new incoming request and the completion of 

the handling of an ongoing request. The set of possible controls is described by a 

vector where the permissible values of the vector include the following actions: 

„allocate a new resource", "do nothing", "delete machine". The problem 

presented in the project concerns the control of task assignment to servers, and 

therefore in general concerns the problem also raised by the authors in [250].  

2.12 IDENTIFICATION OF GUIDELINES FOR OWN 

RESEARCH TASKS 

On the basis of the analysis of the state of knowledge in the field of admission 

and congestion control, the author concludes that there is a need to conduct own 

research – responding to the research problems stated and also the research 

hypothesis identified in chapter 1.2.  

Based on the various SOTA items presented in the chapter above, the author 

would like now to restate key aspects and directions which present high potential 

solution for the research questions and the research hypothesis presented earlier:  

• There are multiple proposals for admission control in the existing prior 

art but author recognizes that admission control function needs to engage 

multiple dimensions and features already present and foreseen in the 

future networks, especially considering : 

o relevant, customizable and affordable models for evaluating 

service’s quality, where the field measurements can be directly 

introduced in for of models, to offer high reliability testing of 

new algorithms and solutions (restoring the statistical behaviour 

of loss, delays and throughputs). As currently its availability is 
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mainly limited to expensive commercial tools (e.g. Riverbed 

Modeller) or testbeds which are yet in early development stage 

and necessitates expanding its availability (e.g. 6G-SANDBOX, 

6G-BRICKS) for wider audience 

o the controls for multi-RAT optimization, that enables 

exploiting of multiple spectrum bands at same time (e.g. 5G, 4G, 

WiFi) but also is an efficient way to gradually evolve new 

network clusters that can be controlled by appropriate admission 

and congestion control algorithms 

o it is worth validating to what extend existing CAC algorithms 

that seem suitable to be used in 5G as well as B5G can be 

utilized in the emerging networks with necessary 

modernizations to assure quality improvements for operators and 

end-users 

o to assure keeping pace towards future developments of network 

controls towards ubiquitous networks, there needs to be 

systematic approach for learning-driven and evolving 

admission control algorithms (definitions), so that they can be 

adapted to the new objectives or network capabilities (e.g. 

semantic enrichment, edge-cloud deployment) 

• per-service (e.g. VoIP, IPTV, real-time video), high fidelity and reliable 

QoE metrics need to be pluggable into decision making (e.g. 

admission control, traffic steering, congestion control) to properly 

address the KPIs required by the quality targeted by the 5G/6G networks 

• The future wireless networks will heavily rely on the SDN based 

controllers that are offering high degree of programmability of the 

control functions. Here the ORAN driven RAN intelligent controller 

with xApps and E2 interface is the currently a promising solution that is 

accepted by the community and represent the potential to also be the 

optimal solution for currently designed B5G networks. Such controllers 

are important for these networks but also to coexist with other networks 

e.g. optical transport networks in the edge.  

• New control actions for admission control are needed to better capture 

capabilities and enablers emerging in the novel RAN networks (AI/ML, 

data-driven controls, cell-free, etc).  Considering the growing role of the 

virtualized, cooperation oriented and disaggregated RANs such actions 

would target e.g. : i) auto-scaling of vRAN disaggregated functions 

towars federated edge-server or multi-cloud deployment, ii) activating 

alternative multi-access scheme e.g. NOMA/RSMA for selected cluster of 

users, iii) offload user-traffic to cell-free or WiFi, iv) manage energy cost 

by cooperating with intelligent RU activation schemes in cell-free or 

cellular networks. 

According to the authors in [251], "[...] in recent years there has been a growing 
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awareness of the need to test and measure new mobile applications and protocols 

in realistic wireless network configurations, and (6G SandBox, 2023) the [252], 

[24], [253], [254] network labs have been developed to meet this demand". 

Previously in Europe, network labs have been federated under the umbrella of the 

Fed4FIRE projects (nowadays this project concept is continued under slicessc.eu 

project), this is a pan-European initiative and also brings together 4G and 5G 

compliant labs (e.g. the NITOS lab in Greece). For example, the paper focuses 

on measuring the performance of several popular wireless applications in the 

GENI environment under test. The summary presented in the paper shows rather 

surprising results obtained using a real network (within the GENI project). For 

improving signal quality (RSSI), a reduction in application throughput is 

observed. The authors emphasise that the results obtained using a realistic test 

configuration may differ significantly from what is expected and may even appear 

to be inconsistent with what is intuitively expected. For this reason, it is crucial 

that laboratories of this type make available reference baseline measurement 

results, thus enabling the correct analysis of results obtained in more complex 

scenarios to be carried out reliably. The author of this dissertation confirms the 

important role of field measurements, as he also experienced anomalous' results 

in his study, as E2E delays in the 'upstream' direction decreased with increasing 

connection bandwidth [42]. When designing various CAC algorithms, several 

important aspects must be considered: 

• Over time, the trend of installing small (micro, pico) cells will become 

more and more visible, and therefore the number of handover events 

during the call will increase and will increase; The influence of 

movement from neighbouring cells is also increasingly predicted [255] 

• Due to the differences in the quality of connections of different classes, 

and the increase in the expected quality of individual connections, it will 

become necessary to control the allocation of resources more precisely 

[256] 

• The variation in network load on a short- and long-term scale means that 

CAC mechanisms should adapt their settings to changing movement 

patterns. 

 To deal with the key topics identified as missing or not yet properly addressed in 

the literature author will now present the methodological assumptions taken to 

maximize research activities outcomes, while assuring its high quality and 

ultimate relevance towards answering research questions stated in the preliminary 

part of the previous chapter. By following such approach, author assumes he will 

be able to validate the main hypothesis of this work as presented earlier. 

2.13 ASSUMPTIONS MADE TO ASSURE HIGH QUALITY 

REASEARCH 

The assumptions for the delivery of high quality research outputs which have 

been selected as most relevant for achieving this dissertation objectives, are 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

86 

 

summarized below:  

• A1 (performance evaluation): it is needed to identify existing performances 

of the 4G/5G networks, considering different traffic sources, in order to be 

able to capture appropriate data set for the good understanding of the baseline 

systems already in the market.  

• A2 (experimentation environment): it is needed to identify, select and 

tailor, or define from scratch the relevant simulation and testing environment, 

that will enable development and evaluation of algorithms and schemes for 

admission control, suitable for the current and future wireless network 

generations. At minimum the system level test environment will be required 

that offers system settings in wide range of parameters that are relevant for 

the thesis. However, it will be important to also complement simulations and 

utilize real radio environment considering selected radio interfaces for 4G, 

WiFi and 5G.  

• A3 (CAC algorithms): development of novel algorithms, or necessary 

modernizations, based on the findings from the above-mentioned desk 

research will be made considering as important criterion its practical 

applicability into the existing disaggregated and virtualized 4G/5G RAN 

networks (SW-driven networks), with the potential to apply these solutions 

to 6G as well 

• A4 (reference scheduler): considering the main hypothesis underlying this 

thesis, author decides he will be dealing with reference scheduler algorithms 

for wireless systems, as addressing the specific novel schedulers like cell-free 

outside of the scope required to validate the hypotheses. Although author 

already has contributed to the definition and design of novel cell-free 

scheduler designs in the past  

• A5 (solid methodology): a solid and future proof methodological framework 

that enables introducing new algorithms driven by evolutionary and data-

driven concepts, for its application into a virtualized and disaggregated 

wireless networks provisioning (including admission and congestion control) 

is essential for assuring scalable methodological designs 

• A6 (intra-slice focus): it is evident to author that inter-slice admission 

control can be within the scope of future oriented admission control solutions, 

however the aim of this work is to focus on intra-slice admission aspects and 

cover most of this novel extensions, while leaving wireless network 

provisioning for inter-slice a topic for future research as the targeted number 

of research questions is relatively high and focuses on the single slice to better 

focus the research.  
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3 OWN RESEARCH METHODOLOGY  

3.1 INTRODUCTION 

In this chapter author introduces the approach to perform research in the next 

chapters based on the solid foundations. The research is driven by the research 

questions from chapter 1 and in order to proof the thesis of the work. In the 

reminder sections author first introduces and analyses most relevant ways of 

maximization of quality of network performance.  

3.2 QUALITY FUNCTION MAXIMIZATION – PRELIMINARY 

CONSIDERATIONS 

The analysis of possible forms of the quality function and problems related to its 

minimization is conditioned by the use of an appropriate mathematical 

formalism. Such a formalism may vary and depends on the features of the system 

to be taken into account. To study the congestion of specific states and 

transformations of transmission means, depending on the purpose of the research, 

models reduced to a form useful for specific considerations or calculations should 

be used, i.e. in the case considered here, to a normalized form and to quality 

equations (for numerical calculations) [Chodkowski]. When discussing the 

problems of identification with the use of the quality function, a very general 

mathematical formalism can be used, assuming that the properties of the technical 

system are described by a non-linear operator realizing the transformation of a 

set of input signals (excitations) into a set of output signals (responses) y = [y1 ... 

yn]. The properties of the operator F depend on e.g. from the set of parameters, 

which can be symbolically written in the form F = F(A). The following form 

((3-1) of the operator was adopted for further considerations F, such that: 

𝑦 =  𝐹(𝐴) − 𝑞 (3-1) 

moreover and it was assumed that the same excitation signals act at the 

input of the mathematical model and the technical means q. The 

mathematical model is always an approximate description of the 

construction of the technical means of transmission, and therefore, in 

accordance with the assumptions made, a set of signals is obtained at the 

output of the system y= [yt ..., yn], different from the set of signals y* =[y*1 

...y*n] at the output of the mathematical model. The value of this difference 

can be used to assess the quality of the mathematical model. Assuming sets 

of y*DCRn and y DCRn, the quality of a mathematical model can be assessed 

using a certain mathematical norm ||y-y*|| expressing the distance between 

sets y and y* in the domain D. The type of mathematical operations and 

the choice of a specific form of the norm || • || can be described by an 
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expression called a quality function (objective function or quality 

criterion). Functions can be different, e.g. 

𝑄(1) = ‖𝑦 − 𝑦∗‖𝑃 (3-2) 

     

usually, the value of p = 2. 

𝑄(2) =∑‖𝑦𝑖 − 𝑦𝑦
∗‖

𝑛

𝑖=1

 (3-3) 

                                          

 

𝑄(3) = max
𝑖
‖𝑦𝑖 − 𝑦𝑦

∗‖ (3-4) 

If the set of signals at the output is observed in discrete time instants, i.e. discrete 

sets of values of each element of the sets y and y*, than denoting consecutive 

observations with the index j (j = l, ..., N), one can get the matrix n x N with 

discrete values y*i
(j) and yi

(j) of elements of the sets y* and y. In this case, the 

quality functions ((3-2), ((3-3) and ((3-4) are defined by relationships: 

𝑄(1) =∑‖𝑦(𝑗) − 𝑦∗(𝑗)‖

𝑁

𝑗=1

 (3-5) 

                 

𝑄(2) =∑∑‖𝑦𝑖
(𝑗) − 𝑦𝑦

∗(𝑗)‖

𝑛

𝑖=1

𝑁

𝑗=1

 (3-6) 

 

𝑄(3) =∑max
𝑖
‖𝑦𝑖

(𝑗) − 𝑦𝑦
∗(𝑗)‖

𝑁

𝑗=1

 (3-7) 

The introduction of the quality function not only facilitates the assessment of the 

adequacy of the mathematical model, but also enables the implementation of the 

process of developing the control of accepting applications, the best solution in a 

specific sense. Optimization may concern the development of both the model 

structure and its parameters. Then the problem of finding the optimal model can 

be reduced to determining the optimal set of parameters A = A*, i.e. a set that 

minimizes the distance between sets y and y*. This consists in minimizing the 

quality function Q, written as:  

𝑄 (𝐴∗)  =   𝑄 (𝐴) (3-8) 

Taking into account the equation ((3-1), the relation ((3-2), with p=2, can be 

expressed as: 

𝑄 = ‖𝑦 − 𝐹(𝐴) ∙ 𝑞‖2 = 𝑄(𝐴) (3-9) 

i.e. present the quality function in a form that explicitly depends on the 

parameters A. If the output signals are random functions, then the quality 

function is usually assumed in the form: 
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𝑄 = ∬‖𝑦 − 𝐹(𝐴) ∙ 𝑞‖2
 

𝑝𝑥

𝑓(𝑞, 𝑦) ∙ 𝑑𝑞 ∙ 𝑑𝑦 
(3-10) 

where:  

 

 

 

  

𝑞
−
∈ 𝑃 and 𝑦 ∈  𝑋, where  𝑓 (𝑞, 𝑦) — probability density function of random 

signals q (on the inputs) and y (at output) of a transmission system. According to 

relation (3-8) searching for a set of optimal parameter values A* comes down to 

minimizing the quality function. Parameters A* of the quality function depend on 

the probability distribution function f (q, y). Most often, the effective result can 

be obtained only if the Euclidean norm (least squares criterion) is adopted. It is 

then obtained: 

𝑄 = ∬[𝑦 − 𝐹(𝐴) ∙ 𝑞]𝑇
 

𝑝𝑥

[𝑦 − 𝐹(𝐴) ∙ 𝑞]𝑓(𝑞, 𝑦) ∙ 𝑑𝑞 ∙ 𝑑𝑦 
(3-11) 

where: 𝑞 ∈  𝑃 and 𝑦 ∈  𝑋. The next important step in the identification process 

is the search for the extremum (minimum) of the quality function. The 

identification algorithm can be determined by specifying the method of solving 

the system of equations 

𝑔𝑟𝑎𝑑 𝑄 (𝐴)  =  𝑂     gdy     𝐴 =  𝐴∗ (3-12) 

if there are no constraints on the choice of A and it is known that Q(A) is a 

differentiable function unimodal, i.e. having only one extremum, with equality at 

only one point (3-11).  

The aspect of selecting the appropriate method of searching for the extremum 

from the known basic methods, requires careful consideration. The problem of 

searching for the extremum of the quality function Q(A) it includes the search for 

the extremum (minimum) of a function of one variable and the search for the 

extremum of a function of many variables, where the function may be unimodal 

(having one extreme) or it may be a function with many extremes. The quality 

function Q(A) used to identify the parameters is usually a function of many 

variables, because A = [a1,..., ar]. 

The quality function of single variable is hereafter denoted as Q(a). To search for 

the minimum of the unimodal quality function of one variable, the following are 

most often used [257]: 

• Fibbonacci method (number sequence), 

• golden ratio (Euclidean) method, 
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• dichotomy method. 

The methods listed above enable the use of an optimal, in a specific sense, 

strategy of narrowing the interval in which the minimum of the quality function 

Q(a) is located. Each of these methods makes it possible to determine the point 

dividing the segment along the variable 𝑎 into two optimal parts. The most 

common random search methods are: 

• stochastic approximation method, 

• maximum likelihood method, 

• the method of maximum likelihood a posteriori (in other words, the 

method with a posteriori density of measurements), 

• statistical decision method (or minimum risk method). 

The stochastic approximation method (for example Q-learning algorithm) is most 

often used to identify dynamic processes. The form of the regression equation is 

not arbitrary. There should be e.g. met the condition of linearity with respect to 

the regression parameters. In the general case, the regression equation may be a 

non-linear algebraic equation, and in the present case, the linearity of such an 

equation with respect to the parameters means that the parameters cannot be 

expressed as exponential terms. 

The condition of the linearity of the regression equation with respect to the 

parameters is related to the process of minimizing the quality function Q. Using 

the regression analysis method, the quality function can be presented as the 

relationship (3-11) when the input and output signals of the system are random 

functions. These aspects will be dealt with in the Chapter 7. 

Determination of the quality function Q=Q(A) and its minimization encounter 

great computational difficulties. Such difficulties are greatly reduced when the 

regression equation can be represented in a linear form with respect to the 

parameters. Then, determining the optimal set of parameters A* is relatively easy, 

because, for example, in the case of the quality function determined by the 

relation (3-12) – ((3-11), it is not necessary to know the probability distribution 

function 𝑓(𝑞, 𝑦), but it is enough to know the appropriate moments of this 

distribution [258]. Therefore, when using the regression analysis method, the 

following regression equation is most often adopted: 

𝑦 = 𝐵𝑇 ∙ 𝜑 (𝑞) (3-13) 

where:  

𝑞(𝑞1, . . . , 𝑞𝑠) - set of input signals, 

y – output signal, 

𝜑(𝑞) = [𝜑𝑂 (𝑞) , 𝜑𝑖 (𝑞) . . . 𝜑𝑘 (𝑞)] - arbitrary function of signals 𝑞,  

where    𝜑𝑂 (𝑞) = 1 and 𝐵 =  (𝑏0, 𝑏𝑙 . . . , 𝑏𝑘) — regression parameters. 

Thus, the third condition for the applicability of the regression analysis method 

is to transform the differential equations in such a way that the obtained algebraic 

equations have the form of dependence (3-13). 
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One of the important steps in the process of identifying a mathematical model of 

a non-linear system is replacing non-linear functions with such linearized 

functions that are statistically equivalent to given non-linear functions. Such 

linearization is enabled, for example, by the Kozakov-Booton statistical 

linearization method [257], which from the point of view of engineering 

applications is one of the most important in the group of correlation methods. 

The condition for statistical equivalence is the equivalence of the first and second 

order statistical moments. I.E. Kozakov adopted two criteria of statistical 

equivalence, namely the so-called: 

• first criterion: equality of expected values and variances of a non-linear 

function and a linearized function, 

• second criterion: the expected value of the square of the difference 

between the real function and the linearized function is the smallest; it is 

called the criterion of the minimum mean square error, defined by the 

relation: 

휀−2 = 𝐸[(𝑦 − 𝑦1)
2] = 𝑚𝑖𝑛 (3-14) 

The statistical equivalence criteria given above enable the determination of the 

statistical linearization coefficients k0 and kls, with s=1 or 2 depending on whether 

the first or second linearization criterion is used to determine the statistical 

linearization coefficient.  

Complementing the previous considerations, it should be added that the 

conditions in which the identification process is carried out may differ 

significantly from the normal operating conditions of a wireless network. This 

mainly concerns the nature of the signals (determined or random) and the points 

of operation of the forcing signals. In addition, simplifications in terms of taking 

into account signalling traffic in the network, in particular aspects related to 

mobility and its impact on additional signalling. In such cases, the mathematical 

model is identified in conditions that differ from the actual conditions of the 

wireless network operation, which may result in omitting important 

characteristics of the dynamics of a real system equipped with a radio interface 

and additional mechanisms, e.g. HARQ. If, for example, the ranges of real inputs 

are much wider than the ranges of inputs implemented during the planned 

experiment, some non-linearities relevant to the operation of the system may 

remain undetected. The omission of certain qualitative features of excitation 

signals may distort the real dynamic properties of the model. Taking this into 

account, during the experiment, the dynamic properties of the system should be 

carefully examined, which, as a result of the identification, should correspond to 

the mathematical model of the wireless network. 

3.3 METHODOLOGY OF OWN RESEARCH 

Analysis, research and intelligent development as well as assessment of the 
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quality of control algorithms for accepting and realizing requests (congestion) in 

future wireless networks require more precise assumptions. The universal 

importance of the criteria, research methodology and development of the 

transmission system in wireless networks for the implementation of fragmentary 

goals was assumed.  

The transmission system is a set of technical conditions 𝑊𝑗, relevant 

elementsE1, E2 , . . . , Em, relations between these elements 𝑅1, 𝑅2 , . . . , 𝑅𝑛, which 

are functions of  and t (i.e. operating time and the process dynamics), which are 

aimed at the implementation of a set of 𝑆𝑃𝑖 = 𝐻 characteristics (3-15) as output 

quantities on which the assessment of the overall quality, efficiency, 

harmlessness of data transmission depends, e.g. uniformity, efficiency, high 

efficiency, reasonable power consumption and nature, specific energy 

consumption, etc. 

𝑆𝑃𝑖 = 𝑓(𝑊𝑡𝑗) (3-15) 

where: 

𝑆𝑃𝑖 - i-th postulated state of transmission in wireless networks, 

𝑊𝑡𝑗  - j-th technical conditions described by the solution concept for the 

postulated  

           state, 

Technical conditions of the concept, architecture and parameters of the 

4G/5G/6G network (𝑊𝑡𝑗), will be considered by using weights a, b and c, for: 

algorithms, as (a·A), delays (b·O), inaccuracies (c·N): 

𝑆𝑃𝑖 = 𝑎 · 𝐴 + 𝑏 · 𝑂 +  𝑐 · 𝑁 (3-16) 

where:  

𝐴 - control algorithms with the use of the considered concept of solving 

the i-th state of the postulated transmission quality in wireless networks 

(QbP), 

𝑂 - delays in the share of the i-th state of the postulated transmission 

quality in wireless networks (QbP), 

𝑁 - inaccuracy of elements and realizations in the share of the i-th state 

of the postulated transmission quality in wireless networks (QbP), 

a-, b-, c- percentage share of the technical conditions (0-100)% 

described in the solution concept for the postulated state of transmission 

quality in wireless networks (QbP). 

Four (operational) subsystems (constructs, abstracts) can be distinguished in the 

modelled system, performing strict and precise functions [259]: 

1. SP process subsystem, phenomenal functioning, i.e. implementation by 

the network (system, supersystem) of the set goal (accepting requests, 

data transmission, resolving congestion, ...); 
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2. SC control subsystem, high-efficiency management and coordination of 

the construction of subsystems (process, information and logistics) - for 

low-energy implementation of the objectives of elements, relations and 

integrated controls of transmission quality; 

3. SJ information subsystem, self-organization, processing and 

distribution of information streams within the system (supersystem), 

from outside the system in accordance with the needs and objectives of 

operation of other special structures (subsystems); 

4. KL logistics subsystem, reliable maintenance and supply (deployment) 

of other subsystems (e.g. MEC, LBO), special systems (and itself), for 

the reliable delivery of numerous operational goals. 

The above subsystems should always be considered in totality and cross-

connected when analysing the system, as they co-define the system dimensions 

comprehensively. The method of analysis, assessment and indication of 

directions for sustainable development of the quality of the transmission system 

in wireless networks (QbP) was based on the existing knowledge about the use 

of the potential of technology, environment, modern technologies, machines and 

production processes as well as transmission design features, constituted in the 

design, control, processing, exploitation and post-consumer development, and 

additionally on the standards of algorithms supported by control signals 𝑆 (𝛩, 𝑡): 

𝐸1 = 𝐸1(𝑊,𝛩, 𝑡) 

𝐸2 = 𝐸2(𝑊,𝛩, 𝑡) 
………………………………. 

𝐸𝑚 = 𝐸𝑚(𝑊,𝛩, 𝑡) 

𝑅1 = 𝑅1(𝑊, 𝑠, 𝛩, 𝑡) 
𝑅2 = 𝑅2(𝑊, 𝑠, 𝛩, 𝑡) 

……………………………………. 

𝑅𝑛 = 𝑅𝑛(𝑊, 𝑠, 𝛩, 𝑡) 

(3-17) 

 

With such assumptions, the general model of developmental transformation 

((3-18) in the integrated telecommunications environment, allowing for analysis, 

creative conception, research and evaluation, is as follows: 

𝐿(𝐻, 𝐸, 𝑅, 𝛩, 𝑡) = 𝑃(𝑠, 𝑧, 𝛩, 𝑡 − 𝑡𝑜) (3-18) 

where:  

𝐿, 𝑃 – represents the left and right side of the equation, where the L(*) represents 

the characteristics of the system, while the P(*) is set of controls which are acting 

upon the identified system in order to assure meeting quality goals.  

𝐻- performance characteristics as output values, e.g. the quality of the 

transmission system in wireless networks (QbP/GoS), (power, energy, 

emissions, waste), economic, ecological and energy efficiency of processes, 

harmlessness of the impact of products and transmission processes), harmfulness 
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to human life and health , e.g. phases, stages of the life cycle of transmission 

facilities, 

𝐸- elements of transformation of technical conditions of transmission in wireless 

networks (QbP), power and environment (carriers, transmission techniques, 

transmission networks, devices, installations, waste, emissions)  

𝑅- relationships, connection of transmission system elements (acceptance of 

orders, movement, transformation, transmission, processing, storage, storage, 

consumption, development, accumulation, service, etc.), creative impact on 

transmission objects (optimization, modernization, innovation; use, servicing, 

repairs, supply, disposal - scrapping; recycling of antenna materials, ...) - R – 

represents e.g. relations between when e.g. clustering them into cluster served by 

4G and another one served by 5G or WiFi. These relationships can be subject to 

timely evolution. 

�̅� – represents interference between different users   

Θ -  dynamics of the analysed system 

𝑡 − 𝑡𝑜 - time, 

𝑠- variable representing controlling, regulating, compensating,  

monitoring, creating, transformative destruction, 

𝑧- technological, social, environmental, accidental and other disturbances.  

The left (L) side of equation ((3-18) (model) describes the properties of the 

feedstock, product, transmission process, its physical characteristics, appropriate 

for a given class of activities. These properties depend on the characteristics of 

the elements 𝐸1, 𝐸2 , . . . , 𝐸𝑚, connections between these elements 

𝑅1,𝑅2 , . . . , 𝑅𝑛, and are functions of the  and t (which represent the dynamics 

of the process and time respectively). The unknowns are the elements of the set 

of characteristics 𝐻 as output quantities, on which the specific assessment of 

quality depends, and the overall efficiency, harmlessness - inhomogeneity, 

ineffectiveness, variable efficiency, unreasonable power consumption and 

nature, specific energy consumption, etc. Mathematical model of the 

transmission system in wireless networks proposed for this thesis is:  

𝐻𝑢(𝑄𝑝𝑟𝑜𝑑.,𝑒𝑝𝑟𝑜𝑐.,𝑁𝑝𝑟𝑜𝑑.,𝑁𝑝𝑟𝑜𝑐.,𝑡0 − 𝑡1) =  𝑓 (𝑍𝑆𝑇) (3-19) 

where:  

𝐻𝑢 – operating characteristics change as a function of transmission  

system variables (ZST) 

𝑄𝑝𝑟𝑜𝑑. – product quality of the transmission system in wireless networks  

(QbP), 

 𝑒𝑝𝑟𝑜𝑐. – efficiency of the transmission system process in wireless  

networks, 

𝑁𝑝𝑟𝑜𝑑. – harmlessness of the transmission system product in wireless  

networks, 

𝑁𝑝𝑟𝑜𝑐.  – harmlessness of the transmission process in wireless networks,
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 𝑡0 − 𝑡1  - transmission execution time. 

In order to represent the above-mentioned model and its variables the figure 

Figure 17 provides visual clue of the input-output relations in the modelled 

wireless system. Based on the above-mentioned variables defining identified 

system model (4G/5G/beyond), all the elements have been collected and 

indicated in the Figure 17. The dashed rectangles in the middle section represent 

the four subsystems as introduced earlier in the section (SP, SC, SJ, KL), and the 

�̅�, �̅�, �̅�, �̅� represent the system characteristics and the target quality metrics are 

identified as �̅�. 

 

Figure 17 Representation of the modelled wireless sytem with key system parameters, 

inputs and outputs 

The targeted solution of the control algorithms and solutions for 4G/5G/beyond 

5G which has the characteristics of being integrated, advanced, tailored wireless 

data transmission system can be characterized by: 

• Extremely efficient processing of data (data delivery) 

• Highly efficient control plane  

• Self-organizing information system (e.g. liquidity of RAN resource 

consumption in response to changing environment conditions) 

• Highly reliable network management and operations (by e.g. means of 

pursuing optimal 𝐻 especially when system boundary conditions change)  

In this way, a drastic, astonishing improvement in the postulated states (goals) 

and quality is possible. 

3.4 SELECTION OF RELEVANT QUALITY 

CHARACTERISTICS (𝑯𝑼) 

As already indicated in the chapter 2, the most universal quality parameters for 

admission (congestion) control algorithms that will in the reminder of this thesis 

contribute to the operating characteristics of the system, and are listed below:  
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• 𝐵𝑈 – bandwidth utilization, represents how well the available BW of the 

system is utilized in a given unit of time  

• 𝑃𝑏,𝑘 – blocking probability of service class 𝑘 

• 𝑃𝑑,𝑘 – dropping probability of service class 𝑘 

• 𝐷𝐸2𝐸,𝑘 – delay experienced by connections of class 𝑖 

• 𝑛𝑘 – number 𝑛 ∈ 𝑁,  𝑘 ∈ 𝐾 

After [260] “desirable property of an admission control algorithm is that its 

admissible region be as close as possible to, but not greater than, the simulation 

curve. In other words, the goal is to utilize resources as highly as possible without 

admitting more flows than can actually be supported, which would result in 

violations of the promised QoS”.  In order to define key parameters for the next 

chapters, the following equations are provided below:  

𝑃𝑏,𝑘 =
𝑛𝑘

𝑛𝑘,𝑟𝑒𝑗 + 𝑛𝑘,𝑎𝑐𝑐
∗ 100% (3-20) 

 

𝑃𝑑,𝑘 =
𝑛𝑘,𝑑𝑟𝑜𝑝

𝑛𝑘,𝑎𝑐𝑐
∗ 100% (3-21) 

 

𝐵𝑈 =
𝑆𝑠𝑐ℎ𝑒𝑑
𝑆𝐴𝑙𝑙

∗ 100% 
(3-22) 

 

where:  

𝑛𝑘 – number of k-class users 

𝑛𝑘,𝑟𝑒𝑗 – number of user connections rejected in class 𝑘 

𝑛𝑘,𝑎𝑐𝑐- number of user connections accepted in class 𝑘 

𝑆𝐴𝑙𝑙 –  number of available symbols (slots) 

𝑆𝑠𝑐ℎ𝑒𝑑- number of scheduled symbols  

As stated in the analysis of the literature, one of the important quality parameters 

that collectively combines probabilities 𝑃𝑏 and 𝑃𝑑 is the Grade of Service. It not 

only allows to control the level of probabilities in the system, but also facilitates 

decisions making about changes in the allowable level of these probabilities (𝛽𝑘). 

For the purposes of the work, the author chose after [162], the following two 

metrics as the composite metrics that well define the quality level represented by 

the 𝐻𝑢: 

𝐺𝑜𝑆𝑘 = 𝑃𝑏,𝑘 + 𝛽𝑘 ∙ 𝑃𝑑, 𝑘 ∈ {𝑢, 𝑟, 𝑛] (3-23) 

 

CF = 𝑤1 ∗ 𝐺𝑜𝑆𝑢 +𝑤1 ∗ 𝐺𝑜𝑆𝑟 +𝑤1 ∗ 𝐺𝑜𝑆𝑛 (3-24) 

The equation ((3-23) enables combined view on the probabilities determining 

overall quality, whereas the ((3-24) indicates the cost function is composed of the 

GoS values per class. 
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3.5 WIRELESS SYSTEM MODELLING AND 

EXEMPLIFICATION  

International standardization organizations, responsible for preparing 

specifications (such as IMT-Advanced, IMT-2020) for wireless networks, define 

requirements for system level simulations for the candidate technologies [261], 

[262] [263]. The goal behind those documents is to facilitate System-Level-

Simulations by providing common methodology to perform such simulations (i.e. 

for 4G, 5G). According to [261] cell-level simulations can be an intermediate 

step between Link and System-level simulation where the capacity of one cell 

and one Base Station, providing service for multiple users, is evaluated by means 

of comprehensive tests. Still the standardized simulation methodology [264] does 

not specify how to evaluate system capacity with various connection admission 

control mechanisms. Therefore as a first step we focus on the problem of 

adjusting simulation methodology to facilitate simulations covering CAC with 

TDD scheme and OFDM for uplink traffic. The applied evaluation methodology 

is derived from the best-practices in IEEE and 3GPP. However it is worth 

highlighting that it can be seen that target values introduced in the specifications 

(e.g. capacity traffic per area) are very challenging and based on available reports 

and predictions even after largely increasing the current networks’ performance 

with the target traffic increase of x20 by 2030, the expected value is estimated to 

reach only the 3% of the target (e.g. 300Gb/s/km2). 

3.6 LINK TO SYSTEM LEVEL MAPPING (L2S / SLS) 

To improve the fidelity level of the simulator and introduce mobile channels, 

method called Link-To-System interface (L2S) has been implemented. This 

approach removes constraints that arise when AWGN channel is being used. In 

particular a method based on mutual information (MI) called RBIR (Mutual 

Information Per Received Bit | Received coded Bit Information Rate) was 

selected. It is important, since attempting to simulate scenarios close to reality 

requires combining admission control and user mobility. The mobility model 

used is based on traces following the Leavy-walk distribution. Users’ movements 

have been captured for a given geographical area and combined with maps 

generated by the Radio Mobile radio coverage planning tool [265]. Thus author 

was able to present results of assessing quality of VoIP (Voice Over IP) 

conversations also in novel non-binary Low Density Parity-Check (nb-LPDC) 

coded networks.  The corresponding work is described in following chapters.  

Finally, using L2S allows comparing SUT’s performance using either nbLDPC 

or well-recognised CTC  codes. Thus comparison of CTC and nbLDPC codes is 

provided in terms of resulting system capacity and quality of experience (QoE) 

performance of VoIP flows. 
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3.7 MAP GENERATION  

In order to deal with evaluation of the performance and system capacity at the 

cell-level with ACM enabled the following approach based on standard 

procedures will be followed. In the reminder of this thesis (chapters 4-8) in order 

to properly evaluate the proposed algorithms and solutions for future wireless 

systems, the SNR values should not be constant and change in time. In order to 

evaluate behaviour of 4G/5G system in various propagation conditions we have 

decided to prepare two distinct geographical maps (with respect to the SNR 

distribution). Author generated two SNR matrices for rural and hilly terrains 

limited to 16 square km area. Mobility models follow Levy-walk distribution and 

are generated using Matlab source files provided by [266]. Both user mobility 

patterns and SNR maps are combined in order to generate modulation transition 

trace files functioning as lookup tables for NS2 simulation (Figure 18). The two 

maps were generated for base station with omni directional antenna, transmit 

power 42 dBm and of BS antenna’s height of 35m. 

 

 

Figure 18 Map generation using Mobile Radio and leavy walk model 

In order to generate map of SNR values the Radio Mobile [265] was used. It is a 

freeware software, which main functionality is generating radio coverage areas 

for a given geographical region and elevation data. In simulations the SRTM 

project [267] elevation data is used, as it provides the best elevation resolution 

for the Europe region. In order to generate realistic mobility schemes of simulated 

users the human mobility trace data measured in New York and Disneyworld 

were adopted [266]. User movements are facilitated within simulation in the form 

of lookup tables (imported to a simulator). In this scenario several users are 

moving within the covered area. It is assumed that each user’s channel conditions 

are changing in time and ACM is enabled. In order to represent characteristics of 
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different wireless systems the tests will be performed for two coding schemes – 

Reed-Solomon Convolutional Coding (RS-CC) and the nbLDPC. At each BS, a 

resource-fair scheduler is assumed. This can be accomplished by the round robin 

(RR) scheduler which translates to the PS discipline in queuing terminology. To 

avoid congestion, each BS applies admission control after [268]. 

3.8 MEASUREMENT TOOLS VALIDATION 

This section focuses on the preparatory stage before measurement campaign of 

video streaming services in 4G/5G networks. Based on the instrumentation 

designed, developed and validated by author it was feasible to perform field tests 

that were used to develop models in the chapter 5. Author has successfully 

prepared a complete environment that relies on low-cost IP performance 

measurement software. It has been shown that the software provides accurate 

measurements when validated using professional packet generator/analyser IXIA 

XM2. It has been also shown that it is quite straightforward and cost effective to 

realise GPS synchronisation using the self-developed platform based on 

Raspberry Pi (cost of a unit ca 100 EUR) with GPS module attached. Moreover 

it has been shown that making the environment more portable with virtual 

machines is not feasible due to inherent problems with time synchronisation 

between physical and virtual machines. During this stage of tests a great number 

of laboratory tests were performed. These results show that current level of delays 

as well as the throughput is sufficient to enable video transmission in stationary 

conditions (and good radio coverage). The same behaviour has been confirmed 

for mobile tests with mobility in the range of 10-30km/h in the range of 1km from 

base station. The Annex A, introduces the details of the:  

• Radio traces collected together with particular parameters collected (e.g. 

GPS location, SINR, modulation) 

• Delay measurements instrumentation (using MGEN tool) 

• Time synchronization own QoS probe (using RaspberryPi). 

3.9 SELECTION OF QOE STATISTICS FOR EVALUATING 

QUALITY OF VIDEO FEEDS  

The attractiveness of well-defined set of QoE metrics for this thesis lays in the 

high fidelity of mimicking user perception. It makes is valuable tool for 

developing video adaptation (control, congestion) algorithms that can adjust QoE 

(or QoS profile) to the actual context, users’ requirement, source of the video 

stream and the target of use. For example in security environment, for some cases 

it may be sufficient for security operator to only detect people (objects) entering 

restricted area, thus it requires more of a smooth, high FPS video, while high 

resolutions are less important. But in other cases, when it is required to e.g. 
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identify people and their faces, a higher image quality is more preferable than a 

smooth, high FPS video. Therefore, based on the comprehensive set of QoE 

metrics collected over time, it is possible to design and evaluate algorithms and 

setups to validate the models proposed in the next chapters (5 and 6). For the 

needs of this thesis the two groups of QoE metrics were identified as most 

relevant: a) temporal activity and spatial activity and b) blockloss, freezing and 

blockiness. The temporal/spatial activity inform about the amount of motion in 

the video as well as the amount of image details – respectively. While the 

parameters of the second group inform about the video disruption as regards 

smoothness of playout. The details of the selection process that led to this 

conclusions are presented in Annex B. 

3.10 OVERVIEW OF THE EXPERIMENT CONFIGURATIONS 

IN CHAPTERS 4-8  

In order to allow comprehensive view on the planned research work from the 

perspective of the wireless system model presented for this thesis in the Figure 

17, the summary of foreseen settings of the various subsystems (SP, SC, SJ, KL) 

is presented in the Table 12. It can be seen that author has planned the experiments 

considering multiple settings of the environment, namely: admission domain, 

congestion domain, various traffic types, different directions of transmission (DL, 

UL), type of feedback used as well as multiple RAT technologies. The particular 

mapping to each chapter is provided.  

Table 12 Overview of topics addressed in the reminder of the thesis 

 
 

In the chapters 4-8 author focuses on solutions centralized at the level of a single 

cell to implement the CAC function, i.e. exchange of messages between base 

stations are not used.  
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3.11 INDICATION OF ORIGINAL WORK INTRODUCED IN 

THE NEXT CHAPTERS 

In this thesis author used various tools for validating the results of novel and 

modified algorithms and schemes, the enumeration of tools and its modifications 

done by author is summarized in Table 13. 

Table 13 Summary of used tools/testbeds and own modifications (where relevant) 

Tool Author own Modification Chapter 

Own extensions / developments 

Matlab simulator (5G 

Vienna SLS/LL) – with 

author extension  

Own extensions for CAC algorithms into 

Matlab simulator - mDHCAC, mFCAC, 

ARAC, RL-CAC, CS-CAC 

4-8 

NS2 (patch – author 

extension) 

Own extensions for CAC algorithms into 

NS2 simulator - mDHCAC, mFCAC, 

ARAC, RL-CAC, CS-CAC 

4-8 

RaspberryPi based 

measurement probe 

(author own solution) 

Designed and build from scratch by author 

in order to collect: QoS metrics, GPS 

position and altitude 

5 

Packet loss/delay statistics 

model (author own 

solution) 

Wireless mobile channel measurement 

based, statistical generator for modelling 

packet losses and delays, developed and 

validated based on original author concept 

(released as MS Excel macro) 

5 

Linux based emulator 

framework (author own 

solultion) 

Original solution of network emulator 

designed based on a concept by author to 

aid adaptive controllers design (combines 

field test results, network simulation for 

signalling overheads, black-box 

enforcement of controls)  

5 

RAN controller (Python) 

– (author own solution) 

Original design of the RAN controller 

written in the Python language with 

decision algorithm for QoE based, traffic 

steering optimization 

6 

3rd party tools 

QoE evaluation software 

from the AGH University  

[233] 

Free SW version was used to perform 

objective measurements of the video 

frames  

 

5 

4G/WiFi testbed provided 

by the Technical 

University of Dresden 

under the ORCA project 

The testbed provided by the Technical 

University of Dresden under the ORCA 

project (EC H2020), customized and 

tailored based on a combined USRP-NS3 

6 
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(EC H2020)   

[269] 

platform, that supports the LWA protocol 

for multi-RAT  

ORAN based 5G RAN 

testbed  

(proprietary solution) 

Disaggregated 5G vRAN testbed with 

added CAC xApp and the CU-scaling 

feature prototype  

7 

 

It has to be noted that the structure of the following chapters will be such that at the end 

of the section there is summary of results. It is later complemented with the overview of 

achievements in chapter 9, where discussion of results is performed. 
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4 BANDWIDTH BASED ADMISSION CONTROL 

ALGORITHMS 

4.1 INTRODUCTION  

As indicated in the state-of-the-art chapter, the author will focus in this chapter 

on the admission control algorithm adaptations, to cover the currently missing 

requirements identified as the gaps resulting from the prior-art overview. The 

main reference are the algorithms already developed by the author as a result of 

the prior-art research (Flizikowski, Kozik, Gierszal, et al., 2009), [36]). These 

four CAC algorithms are based on the concept of reserving bandwidth in the 

admission process.  

These algorithms are: i) the legacy baseline algorithm namely Complete Sharing 

CAC (CSCAC), as well as other algorithms implemented and modified by the 

author together with coauthors for the 4G i.e. ii) Dynamic Hierarchical CAC 

(DHCAC)  [271] , and iii) Fair CAC (FCAC) [157] and introduced by the author 

in [272] iv) the modified version of DHCAC - modified Dynamic Hierarchical 

CAC, as well as v) the ARAC CAC which is able to compensate resources 

assessment for the MCS dynamics, as well as for the influence of connections 

arriving in batches in the averaging window. Bandwidth based CAC algorithms 

have been chosen, as bandwidth, particularly in presence of the adaptive 

modulation and coding (AMC) and a variable SNR environment, can be 

considered a scarce resource. All evaluated algorithms have been described in the 

following subsections. Moreover, thorough study of the proposed solutions was 

presented in a number of papers submitted to international conferences [272], 

[273] [36]. Additionally, the algorithm for admission control considering the 

requirements of guaranteed bitrate priority connections is also introduced as a 

reference to highlight the need of congestion control when system load is too high 

to admit connections of the high priority (GBR CAC). Its purpose is to highlight 

the role and importance of system load assessment and adjustment by means of 

e.g. degradation (adaptation) of existing connections which do not belong to the 

priority class.  

Additionally, the author introduces the ARAC algorithm which can properly 

respond to connection requests arriving in batches. This enables addressing the 

changes of number of symbols/slots that happens due to changes of the link 

quality, that is managed by the AMC mechanism that controls the maximum level 

of the BER/CWER. The Table 14 presents the features of the proposed control 

algorithms for accepting new calls. Algorithms are divided into those that serve 

as baseline for comparisons (“baseline”) and those modernized by author 

(“Modified”).  

Table 14 Comparison of the features of the discussed AC algorithms (Source: own) 

QoS guarantees Decion based on  Working mode 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

104 

 

Algorihtm 

name 

Determini

stric  

Statisti

cal 

Declaratio

ns 

Measure

ments 
Preventive Reactive 

Baseline 

CSCAC •  •   • 

nscARAC  •  • •  

DHCAC •  •   • 

EMAC  •  • •  

(m)FCAC •  •   • 

Modified by author 

mDHCAC •  •   • 

GBR CAC •  •   • 

ARAC  •  • •  

In the next sections, the author is first focusing on the reference algorithm that is 

used for benchmarking purposes (CSCAC) and then introduces the mDHCAC 

modification as well as the GBR CAC which is simple but with high potential for 

use in the real networks as it provides extension to the algorithms present inside 

solutions of 4G/5G vendors. Later the ARAC algorithm is introduced to highlight 

the requirements of dealing with the intense admission control and handovers 

resulting from expected network densification[4].  

In sections 4.7 and 4.8 the test cases are defined along with results of simulations 

performed to respond to the research question from  chapter 1:  

Can selected algorithms for admission control available as prior art in 4G and 

based on declarations (DBAC) and measurements (MBAC) - be modernized to 

make them suitable for 5G / NOMA / emerging generations, so as to further 

optimize performance of admission in 5G and beyond networks? 

4.2 COMPLETE SHARING CONNECTION ADMISSION 

CONTROL ALGORITHM 

Complete Sharing (CS) is the least complicated CAC algorithm. Lets assume, 

that total bandwidth that can be assigned by Base Station is equal to Btotal, 

bandwidth already assigned to ongoing connections given by Bused  and bandwidth 

required by requested new connection is given by Breq. In this case, CSCAC 

algorithm can be described as: 

𝐷 = {
1, 𝑖𝑓(𝐵𝑢𝑠𝑒𝑑 + 𝐵𝑟𝑒𝑞 ≤ 𝐵)

0, 𝑜𝑡ℎ𝑒𝑟
 

(4-1) 

Where D is the decision, 0 meaning rejecting and 1 accepting new connection.  

This technique assumes that an AP accepts all connections until it runs out of 

resources. No other factors e.g. service flow class are taken into consideration. 

The CSCAC is easy to implement, but it is sufficient only if the system has to 
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cope with only one class of service (e.g. best-effort). The 4G and 5G standards 

define several service classes (e.g. Quality Class Indicator/QCI in 5G/4G), which 

makes classic CSCAC insufficient for appropriate service differentiation. 

Nevertheless, this algorithm has been assumed in order to provide a reference and 

validation for the proposed methods of estimating remaining resources of an 

access point (AP). The concept of the CSCAC algorithm’s operation has been 

presented in Figure 19. As indicated in the chapter 2, the reality of mobile network 

operator implementations of admission control algorithms limits itself to just 

differentiating call requests for guaranteed bitrate from the rest of incoming 

requests would be treated as BE class.  

 

 

Figure 19 Conceptual example of CSCAC algorithm’s functioning 

4.3 DECLARATION BASED ADMISSION CONTROL 

ALGORITHMS 

The author has already contributed to the development of modernized 4G CAC 

algorithms. These algorithms represent various groups of features and that can be 

utilized as well in the 5G networks (and beyond). The algorithms so far developed 

and disseminated to numerous conferences were originally targeting the 4G 

networks. The various aspects addressed by these algorithms that are important 

to the objectives of this dissertation have been presented below:  

• dynamically modified threshold for guard channel (DHCAC/mDHCAC) 

• dynamically weighted share of remaining resources to assure fairness 

among users (and single user data streams) (FCAC/mFCAC) 

• various symbol reservation schemes (SRS schemes) 

In the evaluation section the results of running these algorithms will be used as 

a reference and for comparison with the algorithms introduced in the following 

section. 
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Figure 20 Generic diagram of a UE(i) connection lifecycle 

The Figure 20 highlights the moments when admission control algorithm is 

preliminarily activated (t1) for a new connection request. In addition the proposed 

algorithms (mDHCAC, ARAC) they enable admission control to be triggered for 

a MCS change (t2, tn-1) in order to especially handle situation of moving from 

higher to lower SNR value for a connection of UEi. The blue bar represents the 

connection holding time (𝜇𝑖). The changes of modulations (QCI change) and the 

original admission control are all leading to an update of the MIB database that 

keeps register of all the connections statuses. That is why at decision times {t1, 

t2,… tn-1, tn} appropriate symbol reservation scheme will be possible to be applied 

(see 4.5).  

4.3.1 mDHCAC 

According to the original DHCAC algorithm referenced in the chapter 2, the 

condition when deciding to accept a new connection type other than UGS is as 

follows: 

𝑖𝑓(𝐵𝑢𝑠𝑒𝑑 + 𝐵𝑟𝑡𝑃𝑆 ≤ 𝐵 − 𝑈𝐺𝐵𝑅) (4-2) 

In this thesis author has proposed the following modification of the original 

algorithm [164] in the article [35]: 

𝐵𝑢𝑠𝑒𝑑
𝑛𝑜𝑛−𝐺𝐵𝑅 + 𝐵𝑟𝑡𝑃𝑆 ≤ 𝐵 − (𝑈 − 𝐵𝑢𝑠𝑒𝑑

𝑈𝐺𝑆 ) (4-3) 

However, the shortcoming of this approach is the unjustified reduction of the 

"guard band" value as the bandwidth usage of UGS connections increases, and 

the use of 𝐵𝑢𝑠𝑒𝑑 instead of the correct 𝐵𝑢𝑠𝑒𝑑
𝑛𝑜𝑛−𝑈𝐺𝑆. Therefore, the above decision 

rule leads to an overestimation of the bandwidth available for rtPS connections, 

if the bandwidth consumed by UGS connections (𝐵𝑢𝑠𝑒𝑑
𝑈𝐺𝑆 ) begins to exceed the 

threshold value U - the algorithm does not protect against such a situation.  
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Figure 21 Efficiency of determining the available "non-UGS" bandwidth for the [272] 

algorithm [source: own] 

For the above reasons, the expression specifying the decision rule for non-priority 

calls should be updated to the form below: 

𝐵𝑢𝑠𝑒𝑑
𝑛𝑜𝑛−𝑈𝐺𝑆 + 𝐵𝑟𝑡𝑃𝑆 ≤ 𝐵 −𝑚𝑎𝑥(𝑈, 𝐵𝑢𝑠𝑒𝑑

𝑈𝐺𝑆 ) 
(4-4) 

However, the shortcoming of the proposal (4-3) is the problem of the decrease of 

the "B-U" threshold as the number of UGS connections increases. Therefore, 

from the perspective of the natural desire to insert this value as a parameter for 

system analysis, this will be an awkward approach. Computationally, the results 

(4-3) and (4-4) are equivalent, while the solution (4-4) seems more elegant, 

because the guard band threshold for UGS connections retains the form proposed 

by the authors, but the method of calculating the value of the used band (𝐵𝑢𝑠𝑒𝑑) 

changes. The currently used bandwidth must be analysed separately for UGS 

traffic (𝐵𝑢𝑠𝑒𝑑
𝑈𝐺𝑆 ) and non-UGS traffic (𝐵𝑢𝑠𝑒𝑑

𝑛𝑜𝑛−𝑈𝐺𝑆). 

𝐵𝑢𝑠𝑒𝑑
𝑛𝑜𝑛−𝑈𝐺𝑆 + |𝑈 −𝑚𝑎𝑥(𝑈, 𝐵𝑢𝑠𝑒𝑑

𝑈𝐺𝑆 )| + 𝐵𝑟𝑡𝑃𝑆 ≤ 𝐵 − 𝑈 
(4-5) 

The latter inequality (4-5) will cause the bandwidth 𝐵𝑢𝑠𝑒𝑑
𝑛𝑜𝑛−𝑈𝐺𝑆 to be increased by 

the value of the bandwidth used by UGS connections only when the amount of 

bandwidth occupied by UGS traffic exceeds the allowed threshold U. The figure 

(Figure 21) shows that as a result of the introduced modifications, the decision 

rule for non-priority connections estimates the resources available more 

realistically - i.e. in the case of exceeding the level of the protection band U for 

UGS connections by = 30%, for the protection threshold set at U = 0.5B, the 

decision rule (4-2) leads to an overestimation of available resources by 18%. As 

the threshold U (set by the operator) is reduced, the available bandwidth 

estimation error decreases linearly to the level of several percent (for U=10%). 
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The value of B is set to 1 for clarity of explanation.  

4.4 GBR CAC FOR 5G ORAN  

According to existing specifications [274] [275], for a GBR QoS Flows, the 5G 

QoS profile additionally includes the following QoS parameters:  

• Guaranteed Flow Bit Rate (GFBR) – for the UL and DL directions,  

• Maximum Flow Bit Rate (MFBR) – for the UL and DL directions.  

The GFBR denotes the bit rate that should be guaranteed to a GBR QoS Flow 

after being admitted to the system by the CAC algorithm while the MFBR 

indicates the bit rate that may be provided to the same flow. The excess traffic 

may as well get discarded by a rate shaping function if decided so by the MAC 

resource scheduler or CAC algorithm itself. The algorithm below is author’s 

proposition of a custom CAC algorithm for GBR applicable to 5G vRAN based 

ORAN solutions with RIC and xApps. This algorithm includes congestion 

control and dropping of non-GRB connections (step 4) and eventually even the 

existing GBR traffic based on priority (in step 5). However its applicability 

targets early stage 5G deployments where the MAC layer is using the legacy 

round robin scheduler, which may fail to provide resource guarantees to GBR 

users. Such CAC algorithm can mainly provide benefit of introducing custom 

congestion control to assure that non-GBR resources are degraded in a controller 

fashion. 

 

 

Figure 22 GBR CAC for GBR and non-GBR services 

The steps of the simple algorithm which could be used by 5G ORAN network 

equipped with the RIC and xApps are described below: 
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1. After getting the parameters for admission control, the algorithm first 

separates and stores the requested sessions into GBR and non-GBR. The 

parameters considered consider:  

a. Resource type  - type of radio bearer needed by the connection 

b. QCI – determining complete set of QoS descriptors for a given class 

c. Priority – priority level for a connection 

d. Packet delay budget – provide upper limit for the E2E latency 

e. Packer error rate – the maximum loss limit 

2. Then, it calculates the total resources required from all requested traffic.  

a. Cell load calculation – in the chapter 7 the load estimation and prediction 

based on LSTM technique will be discussed in details. 

b. Cell capacity calculation - refer to the section 4.5 for the capacity 

calculation  

3. Check the availability of resources (e.g. based on rule described by equations: 

(2-3, (2-4): 

a. If available, then schedule all resources using any conventional algorithm 

(e.g., Round robin). 

b. If not available, then monitor traffic load and apply congestion control. 

4. Check if the QoS can be degraded with minimal influence on QoS from the 

non-GBR traffic (use the information from system MIB about non-GBR 

traffic). 

a. If yes, then degrade the QoS of the non-GBR traffic - comprehensive 

analysis for adapting non-GBR traffic of a video traffic class has been 

proposed in the next chapter 5. 

b. If no, then, drop the existing non-GBR traffic e.g. based on the “worst-

SNR” ranking criterion.  

5. At this stage, proceed to session processing (scheduling data) or search for 

resources to be regained from GBR traffic (worst-case): 

a. If yes, then schedule all resources using any conventional algorithm (e.g., 

Round robin). 

b. If no, then sort out the GBR traffic according to priority level and GBR 

(UL/DL) value, packet delay rate drop the low priority and low demand 

(low QoS) GBR traffic to admit/process high QoS GBR traffic (high 

priority based on use case/application scenarios). 

6. End  

The steps: 3a, 3b and 4a have been highlighted as they are addressing the 

important aspects of calculating the load and capacity of a wireless system. These 

are crucial for any wireless system admission control proper operation. As 

regards the load calculation in step (3a) and the congestion control in step (4a) 

the next section will introduce the symbol reservation schemes for the OFDM-

based systems, including congestion control aspects. These schemes will be 

further used in the algorithms proposed below to tune the resource allocation 

strategies. Furthermore, the congestion control topic will be addressed in the next 
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chapter 5, where the complete framework will be described on how to design 

closed-loop controllers for the surveillance use-cases or more generally for the 

recognition tasks use-cases (see [276] for reference). The later specification 

identifies the QoE requirements that must be met in order to be able to identify 

objects in the video stream with certain level of reliability and precision.  
 

4.5 SYSTEM CAPACITY ESTIMATION - ACM AND SYMBOL 

RESERVATION  

As already introduced in the section 2.1, to keep the CWER < 10−3 e.g. to 

mitigate channel dynamics due to e.g. user mobility or alternative reasons, the 

allocation of optimal modulation and coding scheme can lead to a change in 

resources required for a connection. And especially the resources accepted at the 

connection arrival will be increased due to higher protection needed, e.g. more 

robust modulation and coding. This way changes of the channel can lead to 

increased demand for radio resources (e.g. PRBs). The capacity measured in bits 

is expressed in 4G and 5G systems in symbols or PRBs (see section 2.6).  

In OFDM–based systems the overall capacity can be expressed by the number of 

available OFDM symbols/slots. In the 4G/5G wireless systems however this does 

not provide reliable capacity information in terms of bits per symbol, as the 

capacity depends on a modulation and coding scheme (MCS) used. Moreover, 

for systems with adaptive coding and modulation (ACM) an MCS index for a 

given connection can change over time, which means that number of symbols 

required meeting particular connection’s QoS demand will vary and thus - 

influence capacity. This fact can be expressed after [277] in the following 

equation: 

𝐶𝑖(𝑡) =  𝑁𝑟 ∗ 𝑅𝑖(𝑡) (4-6) 

where: 𝑅𝑖(𝑡) is the number of packets that can be carried by one time slot and is 

determined by the channel quality of connection i via AMC as in table (Table 8). 

Here both - 𝑅𝑖(𝑡) or 𝐶𝑖(𝑡) indicate the channel quality or capacity.  

The process of estimating and reserving an adequate number of symbols at CAC 

level in this chapter is referred to as Symbol Reservation Scheme (SRS). 

Although estimating and reserving number of symbols required to serve 

connection is a crucial part of the QoS provisioning stage in mobile systems, it 

has been given very little attention when researching admission control 

algorithms. Methods that could be used in order to cope with this problem have 

been presented below. Moreover, simulator used by the author in this thesis, 

which has been used to evaluate Admission Control algorithms is – to my best 

knowledge - the only open source SLS module that provides support for symbol 

reservation schemes. 
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“Worst-case-scenario” SRS (WCSRS): One method to cope with this problem 

could be to assume “worst-case-scenario” - estimate number of required symbols 

according to most robust MCS, therefore reserving maximum number of symbols 

for a connection. If a connection uses less symbols than reserved maximum, free 

slots could be used by low priority connections e.g. BE connection. Although this 

approach ensures no connections will be dropped due to lack of resources, 

bandwidth utilization for this method would not be optimal in case most terminals 

use less robust MCS and there are few BE connections.  

SRS with reservation factor (RFSRS): Other method could be to estimate 

number of required symbols according to formula: 

𝑆𝑟𝑠𝑣𝑑 = 𝑆𝑚𝑖𝑛 + 𝜆 ∗ (𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛) (4-7) 

where: 

Srsvd – is the number of reserved symbols. 

Smin- denotes minimum number of symbols required to serve connection. 

Smax- denotes maximum number of symbols required to serve connection. 

α - symbol reservation factor in range from 0 to 1. 

Although this method could result in higher bandwidth utilization and lower 

connection blocking probability, it is necessary to find an optimal value of 𝛼. The 

study of influence of the SRS schemes on the CAC performance will be provided 

in section 4.9.  

SRS with Congestion Control (CCSRS): Another method dealing with system 

capacity is reserving number of symbols required for the particular MCS as 

requested at time of creating new connection. In turn an admission control 

algorithm would be triggered each time the MCS changes [171]. If there is not 

enough resources to serve connection using a new MCS, connection is dropped. 

In this approach admission control algorithm works as combined Admission 

Control and congestion control (CC) algorithm. As proposed in [171] switching 

to higher order modulation (less robust) would always be accepted, as it requires 

fewer resources (higher spectral efficiency). This method should result in higher 

bandwidth utilization and lower connection blocking probability of new 

connections as we are always reserving only a number of symbols that are 

required to serve all connections at a given moment. The disadvantage of this 

method is the fact there is a possibility that already accepted connections could 

be dropped. To present the importance of the symbol reservation method let us 

consider scenario in which user (U) using VoIP application moves from location 

in POSITION I to location in POSITION III (Figure 23). When a mobile terminal 

is changing its location from area B to area A the CAC working also as congestion 

control algorithm is triggered. As user U is switching to higher order modulation 

(less robust) his connection is maintained, and a part of symbols previously 

reserved for user U is now available for newly arriving connection requests. Later 

when user U is crossing from area A to area B, his connection gets dropped, 

because when he was in area A (using higher order modulation), an AP may have 
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already reused the unused symbols by accepting new connections from other 

users. Therefore, user’s connection may be eventually dropped. This could be 

avoided by performing a congestion control algorithm that would use different 

criteria e.g. drop lower priority connections. Such approach is introduced into the 

ARAC algorithm presented in the next section. The changes in connection 

switching between areas of higher/lower modulation (spectral efficiency) are 

connected with events of triggering CAC/CC function to evaluate available 

resources (this time points refer to the time points t2, tn in the Figure 20). 

 

 

Figure 23 Changing SNR environment and CCSRS (Source: own)  

The above mentioned symbol reservation modes (e.g. min, max, ratio) are used 

whenever it is needed by the admission algorithm to estimate required symbols 

for allocating resources required for a new connection or an updated one, e.g. due 

to change in quality of channel (SNR change -> QCI change -> modulation 

change -> required number of bits changes). 

4.6 ARAC - MEASUREMENT BASED CAC ALGORITHM 

This section introduces the CAC algorithm called ARAC that is updated version 

of the nscARAC and based on the moving average EMA statistics for the 

connections that either just appeared or recently concluded in the current 

averaging interval. The main rationale is to provide responses to the three major 

questions when designing a proper CAC algorithm:  
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• Does the performance of measurement-based CAC change, if the system 

experiences situations, in which connection requests arrive in large 

batches? 

• To what extent does the capacity change if some users follow the VoIP 

traffic pattern with silence-suppression enabled – depending on the 

admission control algorithm used (EMAC, ARAC)? 

• How to improve resource estimation, especially when considering 

connection requests arriving in large batches? 

The above questions have been assessed by following the approach that assumes 

worst case user mobility [278]. In simulations with admission control, we decided 

to follow an approach similar to the one presented in [171]. This approach 

assumes that admission control could be triggered not only by the arrival of a new 

connection request. Such an approach seems logical in a system utilizing adaptive 

coding and modulation, since resource requirements of a given connection can 

change over time. Therefore, admission control is triggered in situations when: 

• new connection request arrives.  

• peer’s MCS (Modulation and Coding Scheme) changes, 

• parameters of a given service flow have been changed.  

Since admission control is triggered also when parameters of a given flow have 

been changed, admission control algorithms are functioning also as Congestion 

Control algorithms. At the beginning of this section author first introduces design 

and design deficiencies of the two existing measurement-based admission control 

algorithms (EMAC, nscARAC) - for comparison with the original proposition of 

the author. Author introduces the modernized CAC algorithm which is aware of 

the current network state and is able to cope with the problem of batch arrivals as 

well as compensates evaluation of resources for the dynamic MCS changes. The 

algorithm is called Arrival Rate aided Admission Control (ARCAC or ARAC) 

and refers to a design approach of the algorithm presented in [117]. 

4.6.1 EMAC - algorithm  

The first presented algorithm for controlling the acceptance of new calls is a 

simple algorithm based on the calculation of an exponential moving average 

(EMA - Exponential moving average). This means that in each sample (i.e. 

measurement), an appropriate weight is assigned. The weight is calculated on the 

basis of an exponentially decreasing function. The algorithm in relation to the 

4G/5G network was presented, for example, in [117]. The EMAC algorithm in 

measurements uses the commonly used method of the so-called sliding window. 

Methods used to measure average resource consumption (from [101]: 

• the method of the average value from the sample (Point Sample) 

• the method of the maximum value in a time window (Time Window) 

• exponential moving average (EMA) method. 

It should be noted that in the classical approach to the control of call acceptance 

control, the MBAC methods usually focus on calculating the average bit rate of 
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the collective stream [101]. Given the certain bitrate request 𝑏𝑝
𝑖  from 𝑈𝐸𝑖, it is 

possible to compute number of resource blocks to be allocated by AP 𝑝 to satisfy 

the request:  

𝑛𝑖,𝑝
𝑃𝑅𝐵 = ⌈(𝑏𝑝𝑘

𝑖 /𝑟𝑖,𝑝)⌉ (4-8) 

In 4G/5G systems, system resources should be expressed in OFDM symbols (for 

TDMA) or slots (for OFDMA). In the reminder of this thesis both solutions are 

considered for capacity modelling – the (2-3) prevails in this chapter whereas in 

the Chapter 6 the (2-4) is mainly considered. This is motivated by the fact that the 

future networks may need coexistence of various technologies in the same time 

(e.g. LWA, Dual Connectivity or multi-RAT in general). The study related to 

multi-RAT is performed in the chapter 6.  

Therefore, MBAC algorithms dedicated to 4G/5G systems are based on 

measurements of the average symbol / slot utilization rather than measurements 

of the average bit rate of the collective stream. In order to track the consumption 

of slot/symbol resources it is useful to follow the changes of the current resources 

available/consumed not directly based on instantaneous value but considering 

some averaging and smoothing with the help of moving average like the one 

below:  

𝐸𝑀𝐴 = 𝑀𝑒𝑡𝑟𝑖𝑐(𝑡) × 𝑘 + 𝐸𝑀𝐴(𝑦) × (1 − 𝑘) (4-9) 

where: 𝑀𝑒𝑡𝑟𝑖𝑐(𝑡) represents the metric of interest for EMA (e.g. symbol used), 

𝑡 represents time in the unit of interest (e.g. today), 𝑦 refers to previous value of 

a unit (e.g. yesterday), 𝑘 represents the weighted multiplier, and N is the 

averaging interval given in number of units (e.g. days). The calculation of k is as 

follows 𝑘 =  
2

𝑁+1
 . The algorithm based on EMA averaging has been presented in 

[117] and in this chapter is referred to as EMAC. Below we present the 

pseudocode of EMAC Table 15 and the naming convention there is aligned with 

the diagram of the algorithm main aspect presented in (Figure 24). 

Table 15 Main algorithm behind the EMA based algorithms (EMAC, nscARAC, ARAC) 

Reference pseudo-algorithm for EMA-based admission control 

Step 1 Assign: 𝑇𝑤𝑖𝑛𝑑𝑜𝑤  = X, 𝑆𝐴𝑙𝑙   = 0, 𝑆𝑢𝑠𝑒𝑑  = 0, 𝑆𝑟𝑒𝑞   = 0.  

Step 2 Take frame R from the current measurement window.  

Step 3 

Assign: 𝑆𝐴𝑙𝑙  = the total number of available symbols in frame R, 𝑆𝑢𝑠𝑒𝑑 = 

the sum of symbols used by connections in frame R, 𝑆𝑟𝑒𝑞  = the number of 

symbols required to handle a new connection (e.g., based on MSTR).  

Step 4 

Calculate the average predicted bandwidth consumption for frame R using 

the formula  

𝑆𝑝𝑟𝑒𝑑 =(𝑆𝑢𝑠𝑒𝑑+ 𝑆𝑟𝑒𝑞) / 𝑆𝐴𝑙𝑙   

Step 5 Store 𝑆𝑝𝑟𝑒𝑑 in a data structure.  
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Step 6 If there are more frames in the measurement window, go back to Step 3.  

Step 7 
Calculate the Exponential Moving Average (EMA) from the samples 

stored in the data structure.  

Step 8 

If the average bandwidth consumption EMA is lower than the allowed 

maximum bandwidth consumption, accept the new call; otherwise, reject 

the new call.  

Since EMAC does not provide protection against problem of estimating resources 

when connections start arriving in large batches (EMAC underestimates number 

of used symbols - Figure 24), in [117] authors propose a threshold – based 

solution. Value of guard channel (threshold) is adjusted based on the value of the 

declared Minimum Reserved Traffic Rate (MRTR) of existing connections and 

recent bandwidth utilization. 
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Figure 24 EMAC vs. nscARAC – example of the process of estimating resources for four 

frames (Source: own) 

The disadvantage of the EMAC algorithm is the fact that as the length of the 

measurement window K increases (K is the number of samples/measurement 

intervals used to calculate the mean value), the impact of newly accepted calls on 

the mean EMA decreases.  

Table 16 Pseudo algorithm for EMAC calculation of resources used (𝑺𝒖𝒔𝒆𝒅) 

S_used calculation for EMAC 

Step 1  𝑃𝑢𝑠𝑒𝑑 = 0 

Step 2  Take connection P from frame R 

Step 3 
 𝑃𝑢𝑠𝑒𝑑  = the number of symbols used    

 by connection P 

Step 4  Add 𝑃𝑢𝑠𝑒𝑑 to 𝑆𝑢𝑠𝑒𝑑  

Step 5 
 If there are more connections in frame R,   

 go back to Step 3 
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Consequently, if a large number of new calls arrive in a period 𝑡𝑛 , short in 

relation to the length of the measurement interval K ( tn << K ), because the 

EMAC algorithm is based on the EMA value, it becomes unreliable (it does not 

take into account newly received calls). We deal with a similar situation when the 

Adaptive Modulation and Coding (AMC) mechanism is activated, in the case of 

changes in the SNR level and, as a result, the value of the MCS index of users. It 

should be noted that the impact of the AMC mechanism on the estimation of the 

average resource consumption may be significant, and this will translate into the 

performance of the EMAC algorithm. This is because changes in the MCS value 

can happen much more often (even every few super frames) compared to the 

probability of batch arrivals. Therefore, modifications are needed that will allow 

the CAC algorithms to correctly take into account the impact of recently accepted 

requests appearing in parallel. 

4.6.2 nscARAC algorithm  

As mentioned in the previous chapter, the EMAC algorithm can estimate the 

momentary level of system resource utilization, but it is vulnerable to rapid 

changes in the intensity of new call arrivals. The nscARAC (no state control 

Arrival Rate aided Admission Control) algorithm, supported by measurements of 

the average frequency of new calls, is able to adapt to a situation where there is a 

sudden increase in the number of new calls. 

 

Figure 25 Example of EMA estimation for four frames, for two algorithms - EMAC and 

nscARAC (Source: own) 
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The nscARAC algorithm assumes that in 4G/5G systems the AP has the ability 

to measure the instantaneous speed of new calls. Consequently, in a situation 

where in the period 𝑡𝑛 short in relation to the length of the measurement interval 

K (tn << K ) there are several new calls, nscARAC calculates the average EMA 

and takes into account not only the actual consumption of resources for the last 

measurement interval, but also motion descriptors of newly accepted calls 

(Figure 25). Otherwise, the potential impact of newly accepted calls on average 

resource consumption would be missed. This would be because newly accepted 

connections (those whose lifetime te << K) do not have much influence on the 

average EMA (little or no data transferred). The pseudo-code of the algorithms 

of nscARAC is presented in Table 17.  

Table 17 Pseudo algorithm for nscARAC calculation of resources used (𝑺𝒖𝒔𝒆𝒅) 

𝑺𝒖𝒔𝒆𝒅 calculation for nscARAC 

Step 1 𝑃𝑢𝑠𝑒𝑑  = 0. 

Step 2 Take connection P from frame R. 

Step 3 𝑇𝑐𝑜𝑛𝑛  = connection's duration. 

Step 4 

 If the connection has been active for less than   

 the measurement window length, proceed to Step 5.   

 Otherwise, go to Step 6. 

Step 5 

 If the connection already existed in the current   

 frame R, then 𝑃𝑢𝑠𝑒𝑑  = the number of symbols used   

 by connection P. Otherwise, 𝑃𝑢𝑠𝑒𝑑  = the average   

 predicted bandwidth consumption for connection P.  

 Proceed to Step 7. 

Step 6 
 Assign: 𝑃𝑢𝑠𝑒𝑑 = the number of symbols used by   

 connection P. Proceed to Step 7. 

Step 7  Add 𝑃𝑢𝑠𝑒𝑑 to 𝑆𝑢𝑠𝑒𝑑 . 

Step 8 
 If there are more connections in frame R, go back  

 to Step 3. 

Although the ncsARAC algorithm can estimate the degree of resource 

consumption in the case of newly accepted calls, it is not able to estimate the 

potential changes in the degree of bandwidth consumption caused by the change 

of modulation and code rate of already existing connections. 

4.6.3 ARCAC algorithm  

Instead of using predefined thresholds, the proposed ARCAC takes an advantage 

of the fact that Base Station (BS) can monitor information about current arrival 

rate. Based on this value BS calculates, if the measured EMA of resources used 

does take into consideration recently accepted connections. If connection requests 

start arriving in large batches, in order to predict future value of average free 

symbols ARCAC also takes into consideration QoS parameters (e.g. MSTR) of 
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connections that have already been accepted, but do not exist long enough to 

influence average symbols utilization (Figure 27). Below we present the pseudo 

– code of ARAC (Table 18).  

Table 18 Pseudo algorithm for ARAC calculation of resources used (𝑺𝒖𝒔𝒆𝒅) 

𝑺𝒖𝒔𝒆𝒅 calculation for ARAC  

Step 1 𝑃𝑢𝑠𝑒𝑑  = 0.  

Step 2 Take connection P from frame R.  

Step 3 𝑇𝑐𝑜𝑛𝑛 = connection's duration.  

Step 4 
If the connection has been active for less than the measurement window 

length, proceed to Step 5. Otherwise, go to Step 6.  

Step 5 

If the connection already existed in the current frame R, then 𝑃𝑢𝑠𝑒𝑑 = the 

number of symbols used by connection P. Otherwise, 𝑃𝑢𝑠𝑒𝑑  = the average 

predicted bandwidth consumption for connection P. Proceed to Step 7.  

Step 6 𝑃𝑢𝑠𝑒𝑑  = the number of symbols used by connection P. Proceed to Step 7.  

Step 7 

If the MCS (Modulation and Coding Scheme) value has changed during 

the current measurement window, estimate �̂�𝑢𝑠𝑒𝑑 based on the number of 

transmitted bytes and the new MCS value, then assign 𝑃𝑢𝑠𝑒𝑑 = �̂�𝑢𝑠𝑒𝑑.  

Step 8 

If the connection has ended during the current measurement window, 

assign 𝑃𝑢𝑠𝑒𝑑 = 0; otherwise, assign 𝑃𝑢𝑠𝑒𝑑 = the number of symbols used by 

connection P.  

Step 9 Add 𝑃𝑢𝑠𝑒𝑑 to 𝑆𝑢𝑠𝑒𝑑 .  

Step 10 If there are more connections in frame R, go back to Step 3.  

This chapter introduces a modified nscARAC (i.e. MAAC) algorithm called 

Arrival Rate aided Admission Control (ARCAC or ARAC). It is modernized 

approach to the measurement-aided admission control (MAAC) algorithm 

presented in the same article [117] as aforementioned EMAC. Since EMAC does 

not provide protection against problem of estimating resources when connections 

start arriving in large batches (EMAC underestimates number of used symbols – 

Figure 27), in [117] authors propose a threshold – based solution. Threshold is 

adjusted based on Minimum Reserved Traffic Rate of existing connections and 

the most recent bandwidth utilization. 

Unlike nscARAC, the ARAC is able to estimate not only the resource 

consumption of newly accepted calls, but also the potential changes in bandwidth 

consumption due to modulation and code rate changes of already existing 

connections. In addition, the algorithm takes into account not only the impact of 

newly accepted calls and changes to the MCS of existing connections, but also 

takes into account the resources freed up by connections that ceased to exist 

during the last measurement window. The ARAC measures arrival rate and also 

it improves the EMA calculation by excluding connections which do not exist 

anymore although their past statistics still influence EMA. Moreover, ARAC 
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compensates for connections that have changed their MCS during connection, 

meaning their current bandwidth requirements have changed e.g. due to mobility. 

Instead of using predefined thresholds, ARCAC takes an advantage of the fact 

that AP has the ability to monitor and identify information about current arrival 

rate. Based on this value an AP estimates, if measured EMA of free resources 

does take into consideration recently accepted connections. If connection requests 

start arriving in large bathes, in order to predict future estimate of free symbols, 

ARCAC also takes into consideration QoS parameters (e.g. MSTR) of 

connections that have already been accepted, but do not exist long enough to 

influence average symbols utilization (Figure 27). 

 

Figure 26 Example of estimating (EMA) for four frames and two algorithms - EMAC and 

ARAC (Source: own) 

The Figure 26 shows a comparison of the ARAC algorithm with the EMAC 

algorithm. It should be noted that although the ARAC algorithm should be able 

to estimate the average value of resource consumption in the most accurate way 

among the presented MBAC algorithms, it is happening at the increased cost of 

computational complexity of the algorithm. This is because the algorithm must 

take into account all MCS changes of existing connections, while MCS changes 

may occur with high frequency (e.g. once every few super-frames). 
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Figure 27 Comparison of concepts behind algorithms of EMAC, nscARAC and ARAC 

(Source: own) 

In summary the comparison of the three concepts behind the algorithms of 

EMAC, nscARAC and ARAC is presented in the Figure 27. It should be noted 

that from the perspective of the approach to estimate required resources in case 

connection requests come in batches, the proposed ARAC is designed to be most 

robust. It not only compensates resources for the new and finished connections 

but also compensates for the dynamic MCS changes that can happen quite often 

in case of more mobile scenarios. It should be noted that the 𝑘 frames observed 

by the EMA (represented by the MIB database entries in the figure) is considered 

for calculating the influence of connection requests coming/going in the current 

frame 𝑁. It should be noticed that the EMAC overestimates resources needed for 

new connection while the nscARAC underestimates these resources. It happens 

as the first is not considering compensation for the recent new or finished 

connections, while the latter only compensates for the recently appearing new 

connections that are in the averaging window too short to be notices by the 

EMAC.  

4.7 TEST SCENARIOS 

This subsection describes simulation scenarios used to verify, evaluate, and 

compare implemented Connection Admission Control algorithms. All test 

scenarios assume single-cell environment. To minimize simulation time, the 

bandwidth for test scenarios has been set to 2MHz unless indicated otherwise. 

Connection arrival rate (for scenarios where applicable) varies between 

simulations from 0.1 up to 3 connections per minute. These values have been 

chosen accordingly to bandwidth (and therefore available resources) and average 

duration of existing connections.  For scenarios with more resources (e.g. 

bandwidth 3.5 MHz) higher values of arrival rate could be chosen.  Results 

obtained for described scenarios are presented in 4.8. The list of test scenarios 

together with their aims has been presented in Table 19.  
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Table 19 List of scenarios 

Test Objective Channel 

Scenario I 
performance comparison of CAC with ACM 

and two Symbols Reservation Schemes (SRS) 
flat channel 

Scenario II 
performance comparison of CAC, ACM with 

Congestion Control for two FEC schemes 
CWER < 0,01 

Scenario III 

performance comparison of the EMAC and 

nscARAC 

 Map based SNR 

traces based on 

Leavy walk 

model 

Scenario IV 
performance comparison of the ARAC and 

nscARAC 

Scenario V 
performance comparison of the EMAC and 

ARAC 

4.7.1 Scenario I – Symbols Reservation Schemes (SRS)  

This scenario aims at measuring efficiency of CAC with ACM and two symbol 

reservation schemes. Measurements are conducted assuming varying SNR 

environment and CSCAC is used as admission control algorithm. Therefore, two 

test scenarios for this configuration are assumed: 

• Case 1A – CAC and “worst-case-scenario” SRS (WCSRS) 

• Case 1B – CAC and SRS with Congestion Control algorithm (CCSRS) 

Bandwidth utilization (𝐵𝑈), blocking probabilities (𝑃𝐵) and dropping 

probabilities (𝑃𝐷) have been measured for two symbol reservation schemes - 

“worst-case” SRS (WCSRS) and SRS with Congestion Control (CCSRS). For 

WCSRS we used CSCAC. In the case of CCSRS author is using CSCAC as 

combined admission control and congestion control algorithm. CSCAC does not 

prioritize connections due to their service flow class and here interest is mainly 

in the number of symbols required by connection due to MCS changes. Therefore, 

only CBR traffic is considered. 

Table 20 Parameters used in Case 1A / Case1B 

Parameter Value 

total bandwidth (BW) 2MHz 

Arrival Rate (AR) 0,1 - 3 conn./min 

avg. connection time 8 minutes 

MAC scheduler Round-robin 

cyclic prefix (CP) 0.125 

Modulation (MCS) BPSK ½ - 16QAM ¾ 

frame duration 20ms 

traffic CBR - 200B 

Table 20 describes system parameters used for this configuration. All connection 

requests are generated according to the Poisson process. Holding times of 
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connections are exponentially distributed with mean value of eight minutes 

duration. Modulation and coding schemes for all users adapt during simulation in 

response to their movement and the underlying SNR map. We assume user cannot 

have higher modulation than 16QAM ¾ for sake of simulation execution time. 

For simplicity we assume SNR values are the same for both uplink and downlink. 

ACM thresholds for the Reed Solomon Convolutional Coding (RS-CC) codes 

were used (Table 23) which comes from the specification [279]. The three symbol 

reservation schemes (reserve Max; reserve Min; CSCAC with Congestion 

Control) - have been validated during simulations. For sake of the simulation time 

MCS has been limited to range between QPKS ½ and 16QAM ¾. All users are 

mobile (“worst case” mobility model) and move along paths on generated map 

(Figure 28). For more information about SRS, paths and the maps used they are 

introduced in section 4.7. The detailed simulation parameters have been presented 

in Table 21 and Table 22. The map has been generated for a village near Warsaw 

(Poland). Process of map generation and idea of modulation transition files 

functioning as lookup tables for the simulator, has been described in section 3. 

SNR thresholds are set for Reed-Solomon convolutional coding (RS-CC) as 

defined in standard [279]. The map showing SNR distribution and the history of 

movements of three exemplary users has been presented in the Figure 29. Results 

together with analysis for this scenario have been presented in the section 4.8.  

4.7.2 Scenario II – SRS with two FEC schemes 

In this scenario author considers simulation cases for two distinct maps with two 

FEC schemes – DaVinci nb-LDPC and Reed-Solomon convolutional coding 

(RS-CC). Therefore, four test scenarios for this configuration are assumed: 

• Case 2A – Reed Solomon Convolutional Coding (RS-CC) with Map 1 

• Case 2B – DaVinci nb-LDPC with Map 1 

• Case 2C – Reed Solomon Convolutional Coding (RS-CC) with Map 2 

• Case 2D – DaVinci nb-LDPC with Map 2 

Table 21 Simulation parameters 

Network 

configuration 

parameters 

Value 

AC algorithm CSCAC 

SF class UGS 

CBR — declared 

throughput 

320 kbps 

Link2System (L2S) 

abstraction 

OFF 

Simulation time 1800s 

Scenario Repetitions 10 

Table 22 Traffic characteristics 

Network 

configuration 

parameters 

Value 

Arrival rate 1 to 30 

(conn/min) 

Average 

Connection Time 

30s – 

exponential 

Guard Channel NONE 
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SNR Changing 

(Map1) 

Target CWER 0.01 

Carrier frequency 3.5 GHz 

Bandwidth 3.5 MHz 

Frame length 5 | 20 ms 

Number of sub-

carriers 

256 

Number of data sub-

carriers 

192 

Cyclic prefix 1/8 

MCS QPSK 1/2 - 

16QAM 3/4 

Transmission 

direction 

uplink 

 

 

Figure 28 SNR map/user mobility 

models for scenario IV (Map1) 

 

 

Figure 29 SNR map/user mobility 

models for scenario II Case C / D 

In order to be able to compare the gains of two different FEC codes the two sets 

of ACM thresholds were taken (Table 23). The thresholds are optimized for two 

particular FEC codes – Reed Solomon Convolutional Coding (RS-CC) and nb-

LDPC (DV). The first one comes from the specification [279]. 

Table 23 SNR thresholds for scenario II – Case A - D 

Modulation BPSK QPSK 16QAM 64QAM 

Coding rate ½ ½ ¾ ½ ¾ 2/3 ¾ 

nbLDPC -0,88 1,79 4,77 6,75 10,62 14,18 15,78 

RS-CC 3 6 8,5 11,5 15 19 21 

nbLDPC 

Gain 

3,88 4,21 3,73 4,75 4,38 4,82 5,22 
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The above ACMs were used against two different SNR scenarios to present 

results of system capacity assessment with ACM enabled and various FEC codes. 

Moreover, CAC algorithm with SRS behavior is studied for varying SNR 

environment. To provide more realistic simulation parameters authors have 

proposed to combine the output of the radio coverage planning (SNR matrices) 

with the realistic mobility patterns of mobile users (taken from field 

measurements facilitating DTN networks). For the nb-LDPC we assume code 

word error rate is always less than 1% (CWER < 0,01). First map utilized here 

comes from Scenario I. Figure 29 shows second SNR map used. The map has been 

generated for a village near Katowice (Poland). Map 1 represents good SNR 

conditions (on average) whereas Map 2 mimics a bad SNR environment. As 

mentioned before, user mobility patterns are generated according to the Leavy-

Walk model [280]. The arrival rate of user requests follows the Poisson process. 

The CSCAC is configured to handle both admission and congestion control 

algorithm. The code word error rate (CWER) for both FEC schemes in presence 

of ACM is assumed to be 1%. All simulations have been repeated 20 times to 

assure statistical reliability of results. All figures present average values together 

with 95% confidence interval. Results together with analysis for this scenario 

have been presented in 4.8 Results together with analysis for all of the 

aforementioned scenarios have been presented in next subsection of this chapter. 

4.7.3 Scenario III – EMAC, nscARAC comparison  

The  Table 24 shows the settings of the system used in the simulation. Mobile 

users move around the map with the SNR distribution generated for the suburban 

area (Warsaw area). The SNR values picked from the map is transferred to the 

L2S (Link to System interface) as white noise. An example of using the map is 

shown in Figure 30. 

Table 24 System settings 

Parameters Value 

AC algorithm EMAC | nscARAC 

Carrier frequency 3,5 GHz 

Bandwidth 3,5 MHz 

Number of sub-carriers 256 

Number of data sub-

carriers 

196 

Cyclic prefix 0.125 

MCS QPSK, 16-QAM, 

64-QAM 

coding rates 1/2, 2/3,3/4, 5/6 

code word length 48, 96, 144, 288 

speed (for mobile users) 0.83 m/s 

Transmission direction uplink 

L2S RBIR 
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Figure 30 Example of usage of map-based SNR 

Table 25 presents the parameters used during the simulation of the first scenario. 

Simulations were carried out for mobile users - they move on a map with 

designated SNR areas. In order to be able to measure the performance of MBAC 

algorithms, in addition to VoIP CBR traffic (treated as UGS), VoIP VBR traffic 

treated as rtPS class traffic was also introduced. In the case of VoIP VBR traffic, 

we use two codecs - G.711 and G.729. 33% of users use UGS, while 66% use 

rtPS (including 33% G.711 and 33% G.729). The algorithm used as AC also 

functions as an overload control algorithm. 

Table 25 Scenario 1 - parameters 

Parameters Value 

AC algorithm EMAC | nscARAC 

measurement range 0,4 s 

Intensity of new arrivals 25 to 250 conn./min 

(Poisson) per traffic 

class 

average duration of UGS | 

rtPS calls 

20 s (exponential) 

frame duration 20 ms 

SNR Changing (Map1) 

ACM ON 

overload control algorithm 

(CC) 

ON 

forward error correction 

(FEC) 

nbLDPC 

L2S ON 

CWER 10-3 

rtPS – traffic - VoIP codecs G.711 

G.729 

call type (rtPS VoIP) unicast 

queuing algorithm Round-robin 

UGS VoIP 64 kbps 

Simulation time 200 s 
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Scenario Repetitions 8 

4.7.4 Scenario IV – ARAC, nscARAC comparison 

The scenario tested and compared the performance of two algorithms - ARAC 

and nscARAC. Table 26 presents the parameters used during the scenario 

simulation. Simulations were carried out for mobile users - they move on a map 

with designated SNR areas. In order to be able to measure the performance of 

MBAC algorithms, in addition to VoIP CBR traffic (treated as UGS), VoIP VBR 

traffic treated as rtPS class traffic was also introduced. In the case of VoIP VBR 

traffic, we use two codecs - G.711 and G.729. 33% of users use UGS, while 66% 

use rtPS (including 33% G.711 and 33% G.729). The algorithm used as AC also 

functions as a congestion control algorithm. In addition, a 10% guard band for 

VBR traffic has been introduced. It was also assumed that the delay of the 

backbone network is 50ms, while the maximum allowable delay for VoIP 

connections is 150ms (100ms in the access layer). If the average delay of a given 

connection was above 150ms, it is considered that the QoS requirements of the 

connection have not been met. 

Table 26 Parameters for Scenario 2 

Parameter Value 

AC algorithm ARAC | nscARAC 

measurement range 20 ms 

SNR Changing (Map1) 

ACM ON 

overload control 

algorithm (CC) 

ON 

forward error correction 

(FEC) 

nbLDPC 

L2S ON 

CWER 10-3 

rtPS – traffic - VoIP 

codecs 

G.711 

G.729 

call type (rtPS VoIP) unicast 

queuing algorithm Round-robin 

UGS VoIP 64 kbps 

Simulation time 200 s 

Scenario Repetitions 8 

The scenario consists of two variants (Table 27): 

• Scenario 2a - performance of AC algorithms for short measurement 

intervals (0.4 s) and average call durations (20 s) 

• Scenario 2b - performance of AC algorithms for long measurement 

intervals (4.0 s) and short connection durations (2.0 s) 
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Table 27 Traffic characteristics - scenario 2a and 2b 

Parameters Scenario 2a Scenario 2b 

measurement period 

length 

0,4 s 4,0 s 

average call duration 20,0 s 2,0 s 

Intensity of new 

arrivals 

25 do 250 conn./min (Poisson) per traffic class 

4.7.5 Scenario V – ARAC, EMAC comparison 

The scenario tested and compared the performance of the EMAC and ARAC 

algorithms for a variable length of the measurement interval at a constant 

frequency of new calls. Table 28  presents the parameters used during the scenario 

simulation. Simulations were carried out for mobile users - they move on a map 

with designated SNR areas. In order to be able to measure the performance of 

MBAC algorithms, in addition to VoIP CBR traffic (treated as UGS), VoIP VBR 

traffic treated as rtPS class traffic was also introduced. In the case of VoIP VBR 

traffic, we use two codecs - G.711 and G.729. 33% of users use UGS, while 66% 

use rtPS (including 33% G.711 and 33% G.729). The algorithm used as AC also 

functions as an overload control algorithm. In addition, a ten percent (10%) guard 

band was introduced for VBR traffic. It was also assumed that the backbone 

network delay is 50 ms, while the maximum allowable delay for VoIP 

connections is 150 ms (100 ms in the access layer). If the average delay of a given 

connection was above 150 ms, it is considered that the QoS requirements of the 

connection have not been met. 

Table 28 Parameters for Scenario 3 

Parameters Value 

AC algorithm ARAC | nscARAC 

frame duration 20 ms 

SNR Changing (Map1) 

ACM ON 

overload control algorithm (CC) ON 

forward error correction (FEC) nbLDPC 

L2S ON 

CWER 10-3 

rtPS – traffic - VoIP codecs G.711 

G.729 

call type (rtPS VoIP) unicast 

queuing algorithm rtPS Round-robin 

UGS VoIP 64 kbps 

Simulation time 200 s 

Scenario Repetitions 8 
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new calls frequency 140  con./min (Poisson) – 

independently for UGS and rtPS 

average duration of UGS | rtPS 

calls 

20,0 s 

measurement range 0,2 s – 10,0 s 

(10 – 500 superframes) 

4.8 EVALUATION OF RESULTS 

This subsection presents results obtained for scenarios introduced in section 4.7 

to properly validate the proposed algorithm modernizations. Connection 

Admission Control algorithms and resource reservation techniques introduced in 

section 4.5-4.6.3 have been evaluated in terms of blocking probabilities (𝑃𝐵) per 

class of service, bandwidth utilization (BW utilization as perceived by Base 

Station’s schedulers), E2E bandwidth utilization (BW utilization as perceived by 

users) and Dropping Probabilities (where applicable). Moreover, Connection 

Admission Control algorithm has been evaluated together with two reservation 

techniques in varying SNR environments.  

 

4.9 COMPARISON OF SRS SCHEMES AND DIFFERENT 

FRAME LENGTHS 

Figure 31 presents average blocking probabilities for all tested algorithms for both 

5 and 20ms frames. Figure 32 and Figure 33 present blocking probabilities for 5 

and 20ms TDD frame length respectably (for a clearer view). As in previous 

simulations (e.g. see [281] ) “best case” SRS (reserveMin) is characterized by 

lowest blocking probabilities. At the same time “worst case” SRS (reserveMax) 

is characterized by highest blocking probabilities. Next figures present bandwidth 

utilization. Best case SRS relies on connections' initial declarations and assumes 

the best possible MCS. This is reflected in the bandwidth utilization perceived by 

AC algorithm (Figure 34-Figure 36), which is lowest for all algorithms and results 

in lowest blocking probability. Nevertheless, this leads to poor QoS of 

connections – refer to Figure 37. This happens because mobile users are often 

required to change to lower MCS (more robust scheme) to cope with channel 

conditions, therefore leading to increase in required symbols. CSCAC working 

with the proposed CC algorithm achieves moderate blocking probabilities and is 

able to provide appropriate QoS levels (for ongoing connections). This is 

achieved at the cost of some of the connections being dropped due to insufficient 

resources - Figure 38. The worst-case SRS variant, is able to provision QoS 

without dropping ongoing connections, but this in turn results in high blocking 

probabilities of new connections. 
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4.10 MBAC ALGORITHMS VALIDATION AND 

PERFORMANCE ASSESSMENT 

This section presents a quantitative analysis for the following modernized 

algorithms based (MBAC) on measurements: 

• EMAC (EMA based Admission Control) - an algorithm supported by 

measurements of the average bandwidth consumption. 

• nscARAC (no state control Arrival Rate aided Admission Control) - an 

algorithm supported by measurements of the average frequency of arrival 

of new calls without considering MCS changes. 

• ARAC (Arrival Rate Aided Admission Control) - an algorithm supported 

by measurements of the average frequency of new calls, considering 

MCS changes. 

All graphs shown in next sections (4.10.1-4.10.3) measured mean values with 

95% confidence intervals. 

 

Figure 31 Average blocking probability 

for frames 5 ms and 20 ms 

 

Figure 32 Blocking probability for 20 ms 

frame 

 

Figure 33 Blocking probability for 5 ms 

frame 

 

Figure 34 Bandwidth Utilization (as 

perceived by AC algorithms) for frames 5 

ms and 20 ms 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

130 

 

 

Figure 35 Bandwidth Utilization (as 

perceived by AC algorithms) for 5 ms 

frame 

 
Figure 36 Bandwidth Utilization (as 

perceived by AC algorithms) for 20 ms 

frame 

 

Figure 37 QoS for tested SRS 

 

Figure 38 Dropping probability for SRS 

"CSCAC and CC" for frames 5 ms and 20 

ms 

4.10.1 Scenario 1 – EMAC and nscARAC performance  

The figures Figure 39, Figure 40 and Figure 41 show the average delays 

experienced by VoIP traffic for both tested algorithms. Interesting is the figure 

Figure 44 which indicates the intensity of the MCS changes experienced in the 

test scenario. It is easy to see that the influence of FEC codes is directly related 

with less MCS changes due to more robust codes. It can be observed that for 

nscARAC all types of VoIP calls experience lower latency than when using 

EMAC as the new call acceptance control algorithm. The nscARAC algorithm is 

able to more accurately estimate the resources consumed when many new calls 

arrive in a short period of time. This becomes even more evident the higher the 

frequency of arrivals. This is because with the increase in the frequency of calls, 

the length of the interval ∆𝑡𝑟𝑒𝑞 between successive calls decreases, so the ratio of 

∆𝑡𝑟𝑒𝑞 to the length of the measurement window K decreases. The difference in 

delay for the G.711 codec and high call arrival rates is about 23%, while for the 
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G.729 codec the difference is 21%. In addition, differences in average latency are 

most pronounced in the case of codecs with silence detection enabled (G.711, 

G.729), which are treated as real-time (e.g. rtPS/GBR) traffic. This is because 

CBR traffic, treated as a UGS class, always receives a higher priority than rtPS 

connections. This means that bandwidth will always be allocated to UGS traffic 

first. Hence, in the case of mixed traffic (UGS + rtPS), the lack of resources will 

have a greater impact on the latency of lower priority connections (rtPS). The 

probability of rejecting a call for the EMAC algorithm is lower than the 

probability of rejecting a call by the nscARAC algorithm (about 2% for high call 

intensities - Figure 42). Assuming that ACM is active (to assure appropriate level 

of CWER) and each MCS change triggers the AC algorithm, EMAC has a clearly 

lower probability of premature connection termination (about 14% for high 

arrival rate AR - Figure 43). Although the observed delays are acceptable from 

the point of view of voice connections, it should be noted that the scenario 

assumes zero delay on the side of wide area network – i.e. from the Gi interface 

towards caller “B”. Hence, if the backbone network latency would on  average 

oscillate around 80ms, ARAC should be considered as a more efficient solution. 

 

 

Figure 39 delay G.729 VoIP for 

ARAC and EMAC (rtPS) 

 

Figure 40 G.711 VoIP delay for 

ARAC and EMAC (rtPS) 
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Figure 41 VoIP CBR delay for ARAC and 

EMAC (UGS) 

 

Figure 42 probability of rejecting a new 

call for ARAC and EMAC 

 

Figure 43 probability of premature 

connection termination for ARAC and 

EMAC 

 

Figure 44 MCS changes for LDPBC and 
CTC Map1 

 

4.10.2 Scenario 2 – ARAC and nscARAC performance  

The performance of the ARAC and nscARAC algorithms for scenario 2a is 

almost identical both in terms of the probability of rejecting a new call (Figure 45) 

and the probability of premature connection termination (Figure 46). This is 

because for the average frequency of calls and call durations as well as relatively 

short measurement intervals, the differences in estimation between ARAC and 

nscARAC are negligibly small. This difference becomes visible only when the 

average connection times 𝑡𝑐𝑜𝑛𝑛 are significantly lower than the time of the 

measurement interval 𝐾, i.e. for scenario 2b, in which the ratio 𝑡𝑐𝑜𝑛𝑛:𝐾 is 1:2. In 

this case, we are dealing with differences of up to 10% in the case of the 

probability of blocking new calls (Figure 47). ARAC can account for the 

additional resources released by recently terminated calls. At the same time, the 

probability of premature connection termination remains unchanged for both 

algorithms. This is due to the fact that the change of the current MCS usually 
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takes place to the closest neighbouring MCS (e.g. 16QAM 2/3 to 16QAM 1/2 or 

16QAM 3/4) as it can be seen in chapter 4, so that the difference in the required 

symbols for applications with a low bit rate remains unchanged (for high 

modulations) or changes only slightly (for low modulations). Hence, the 

difference in available resources - although it exists - becomes negligibly small. 

The difference could be noticeable only for very long measurement intervals. It 

is worth noting that both algorithms successfully provided QoS guarantees for all 

allowed calls (see Table 30).  

 
Figure 45 probability of rejecting a new 

call for ARAC and nscARAC – scenario 

2a 

 
Figure 46 probability of premature call 

termination for ARAC and nscARAC - 

scenario 2a 

 

Figure 47 probability of rejecting a new 

call for ARAC and nscARAC – scenario 

2b 

 

Figure 48 Probability of dropping 

connections in ARAC and nscARAC - 

scenario 2b 

 

For long measurement intervals and short connection durations, ARAC provides 

a lower probability of connection dropping than nscARAC (Figure 47). Despite 

this, ARAC remains a more computationally complex algorithm as it also 

monitors MCS changes and considers the impact of call termination. Therefore, 

the longer the measurement interval, the more time it takes to calculate the 

average resource consumption value. Moreover, monitoring MCS changes by the 

CAC algorithm, does not significantly affect performance in terms of the 
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probability of premature termination of the connection especially when the 

measurement period is short as compared to an average connection duration. This 

means that ARAC can be considered as a better solution in systems where we are 

dealing with long measurement intervals (or relatively short connections), and at 

the same time computational complexity is not a problem. It should also be noted 

that the complexity of the algorithm can be significantly reduced if we disable the 

MCS change monitoring option. 

4.10.3 Scenario 3 – EMAC and ARAC performance 

For short and medium measurement intervals 𝐾, the EMAC compared to ARAC, 

is characterized by a lower probability of call rejection (Figure 49) and a similar 

probability of premature call termination (Figure 50). This is because for newly 

accepted calls, ARAC will calculate a less optimistic value of available resources 

than EMAC would in the same situation. Because of this, a connection requesting 

an MCS change is more likely to run into a situation where there are no resources 

available to accept the change. However, for long measurement intervals, ARAC 

begins to outperform EMAC. This is because with long measurement intervals, 

EMAC errors in the estimation of resource consumption begin to become 

apparent. Figure 51 shows the percentage of connections for which the QoS 

requirements were not met. The graph shows that ARAC managed to ensure the 

appropriate level of QoS for all connections in each simulated case. However, in 

the case of the EMAC algorithm, errors in the estimation of available resources 

make it impossible to guarantee the appropriate level of QoS for all accepted 

connections. For long measurement intervals (500 super frames, which 

corresponds to 10 seconds), EMAC is unable to provide the required QoS level 

to almost half of the accepted connections. The unfavourable effect of errors in 

the estimation of available resources can be minimized by shortening the 

measurement interval. However, even in the case of very short measurement 

intervals (10 super-frames, which corresponds to 200 ms), EMAC is not able to 

ensure the required level of QoS for all connections (guarantees not met for 1% 

of connections - Figure 51), and the deterioration further growths when we 

extend measurement interval to 100 super-frames – here 10% of connections will 

not have its QoS assured due to too optimistic EMAC estimation of available 

traffic. 
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Figure 49 probability of rejecting a new 

call for ARAC and EMAC 

 

Figure 50 Probability of call dropping for 

ARAC and EMAC 

 

Figure 51 Percentage of connections 
whose QoS level was not met - ARAC 
and EMAC 

 

The table below presents a summary of the results for the above test scenarios, 

but this time in terms of the analysis of the quality of algorithms and for a fixed 

value of the call arrival intensity λ=280 calls/min. 

Table 29 Simulation results for the intensity of new calls λ=280 calls/min 

Scenario Scenario1 Scenario2 Scenario3 

CAC algorithm ARAC nscARAC ARAC nscARAC ARAC EMAC 

Percent of 

connections 

meeting the QoS 

target [%] 

100 100 100 100 100 52 

Blocking 

probabilty [%] 
72 70 38 47 65 65 

Dropping 59 61 38 38 62 38 
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probability [%] 

 

As it can be seen from Table 29 the connections admitted by the ARAC and 

nscARAC algorithms don’t face the problem of QoS violations during connection 

lifetime. On the contrary the simpler EMAC algorithm decision rule does not give 

guarantees for the QoS levels of the connections as the “Scenario3” above shows 

that only 50% of connections meets their QoS requirement. Blocking probability 

between ARAC and nscARAC will be dependent on the scenario but also on the 

settings of averaging period for measurements (K).  

4.11 SIMULATIONS PARALLELIZATION  

To speed-up the calculations for various scenarios, author has implemented the 

parallelization architecture for performing simulations. The exemplary charts 

showing the operation of the simulator in the version for one machine with the 

simulator and for the parallelized version are presented in the Table 30. In the 

“virtual machine” case the calculations per arrival rate were distributed among a 

certain number of machines working in parallel. 

Table 30 Validation of simulation parallelization solution implemented 

 

Blocking probability – simulations 

distributed to 8 VMs 

 

Blocking probability – simulations on one 

machine 
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Dropping probability – simulations 

distributed to 8 VMs 
Dropping probability – simulations on one 

machine 

 

QoS provisioning – simulations 

distributed to 8 VMs 

 

QoS provisioning – simulations on one 

machine 

As can be seen from the graphs, the results obtained for the simulation on one 

machine do not differ from the results obtained when distributing the simulations 

among machines. The environment prepared by the author to distribute 

simulations has been depicted in the Annex E. The plots (Figure 52. Figure 53) 

indicate the level of achieved simulation time gains. The gains are between 4-16 

times decrease of simulations time, depending on the number of activated parallel 

machines (for 8-30 machines respectively).  

 

Figure 52 Comparison of simulation time for single/multiple machines 
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Figure 53 The Level of speed-up boost by parallelization of simulations 

4.12 SUMMARY  

In this chapter bandwidth-based admission control (and congestion) algorithms 

have been evaluated. It is worth reminding that in simulations the scheduling 

algorithm used was round-robin, which is good benchmark but does not allow 

maximization of resources per user nor per system. Still it provides simple 

baseline for comparisons and allows focusing on the efficiency of CAC 

algorithms and not the proficiency of the scheduler. In similar fashion the CS-

CAC was used in order to provide a reference point to other algorithms. 

The above sections show that a moving average based CAC algorithms are 

interesting solution to control the connection admission, especially if the 

dynamics of admission requests can be expected higher due to higher mobility or 

more aggressive settings of the AMC SNR thresholds. The proposed 

modifications of the ARAC mechanism enables dealing with MCS changes but 

also considering the recently added/removed connections – this is valid approach 

when number of relatively short connections is growing (or which duration is 

short in a cell due to the trend of densification) – here the connection duration is 

compared to averaging period (K). The reason for higher intensity of short-lived 

connections would be connected with the length of a connection directly or due 

to more connections switching to another cell due to smaller radius of the dense 

networks in the future.  

Moreover it has been shown that resource reservation schemes SRS (it applies to 

both symbols and PRBs) can be combined with particular admission control and 

scheduling to enable pre-reservation of radio resources to account for future 

changes in users’ channel quality, especially when more robust modulation is 

necessary. Here the three types of such reservation were evaluated: RFSRS, 
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WCSRS, CCSRS and optimal scheme. The WCSRS reserves resources assuming 

worst channel conditions so it is most conservative. The CCSRS reserves the 

actual amount of resources that directly result from a new modulation i.e. 

switching towards more robust modulation. Whereas the RFSRS enables 

reservation of resources based on the preselected ratio (𝛽) of symbols (or PRBs) 

that is configured for a class of service or the whole system. The discussion of 

results will continue in chapter 9.1.1. 
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5 E2E MODELLING OF WIRELESS LINKS FOR 

ADMISSION AND CONGESTION CONTROL 

5.1 INTRODUCTION 

This section introduces the original framework enabling the design and 

evaluation of the video adaptation policies, applied to a user generated content 

(Figure 54). The main use-cases targeted here are representative to an emerging 

market of autonomous cars and drones. In both cases it may be required to provide 

remote assistance of an operator upon failure of an autonomous steering 

mechanisms. This way auxiliary traffic adaptation mechanisms should be present 

at a vehicle location, in order to enable adjusting video stream to the 

instantaneous capabilities of the channel. It will be even more challenging if the 

vehicle in question would be mobile while tele-operated.  

Identifying appropriate admission control strategy (see Chapter 4) will be 

complemented by means introducing additional feedback loops which echo 

performance metrics back to the video source (i.e. UE terminal). In this case the 

QoE or QoS metrics are considered, in parallel with the characterization of the 

radio interface indicators (e.g. SINR, loss). The contributions presented here 

result from very pragmatic observations of perceived video quality experienced 

during various drive tests with a video camera attached at the UE side. 

 

Figure 54 High level concept of the chapter goals 

The goal in this chapter is to (i) propose a systematic approach to a design and 

evaluation of congestion control solutions for the 4G/5G networks, but with 

potential to be universally applied for future use-cases, (ii) perform baseline 

validation of a QoE of relevant video feeds, by replaying variability of mobile 

channel (at low speeds) based on traces collected from real 4G/5G networks 

across Poland and (iii) focus on selected set of QoE metrics (freezing, blockiness, 

blockloss) and evaluate quality for multiple settings. As it has been shown in 

chapter 2, there are multiple evidences in literature, of 5G network performance 

evaluations. The main parameters of such tests is the a) city of operation, b) 

modem type used, c) mobility levels, d) type and traffic direction etc.  

To validate the proposed architecture author has designed test cases that validate 

usability of the proposed solution for the uplink surveillance and remote 
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monitoring traffic adaptation. A systematic approach is proposed in order to 

combine real network traces, network modelling and emulation, video transcoder 

as a service and the use of no-reference QoE metrics in order to assure effective 

means for video controllers design and tuning. Author has described architecture 

as well as results of comprehensive tests of the relevant QoE metrics in uplink for 

mobile 4G/5G networks. The results prove that the proposed framework provides 

valuable mean for development and evaluation of controller algorithms, 

answering the demand of emerging scenarios for mobile surveillance (e.g. use-

cases inside European projects like the ECSEL JU BRAINE – use case 2, 

intelligent camera use-case, interest of various stakeholders including e.g. service 

providers like Italtel). 
 

5.2 CONGESTION CONTROL FOR REAL-TIME MOBILE 

VIDEO STREAMING - SYSTEM MODEL 

The overall system model for the congestion control algorithms considered in this 

chapter has been introduced below. Main aim here is to focus on developing a 

logic inside the “Controller agent” box which will be able to reason about the 

necessary adjustments of transcoder installed inside the Server node, in order to 

respond to temporal variability of a wireless network. 

 

Figure 55 System model of adaptive video delivery in uplink [own source] 

Figure 55 depicts an architecture diagram of a wireless system representative for 

a security scenario, where video is delivered in an uplink direction. This scenario 

is considered in the thesis due to growing importance of user-generated video. It 

considers scenarios where individuals are producing content for leisure as well as 

the relevant public services which can be delivering video in uplink in relation to 

emergency situations, public surveillance, mass events and others. 

Such scenarios require real-time and adaptive delivery of video streams. The 

streams that are produced are subject to disruption caused by mobility or harsh 

environment where e.g. access points are not populated densely enough. Relevant 
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environment could be a rural area or location where coverage is to some extent 

limited. The Emulator box represents a 4G/5G network for which traffic traces 

has been captured in advance in order to allow reliable testing of different 

network scenarios for video streaming purposes. Point “B” in the figure 

represents the decision logic at the receiver that enables capturing the channel 

information together with quality indicators in order to provide evaluation of the 

video stream quality and the needs for adjustments on the side of Server. Inside 

the Server the controller algorithm assumes combining the two key enablers for 

congestion based video control: 

• Local feedback “A” loop – this feedback is enabled by shaper adjustment 

(and potentially transcoder adjustment) based on the local view on radio 

resources (wireless channel) provided by the “Resource monitor” component 

which is symbolically depicted by the “A” reference point. In contrast to 

“remote feedback” this mechanism focuses on the cross-layer approach to 

optimizing parameters of TCP protocol which could be used on the transmitter 

side in order to adjust the traffic based on smart TCP optimizations which are 

properly adjusted to channel capacity. For shaping options at the Video 

Streaming source (Node#1), please consult figures (Figure 57 and Figure 58) 

• Remote feedback “B” – this feedback builds on the measurements performed 

at the far end – i.e. the “Controller agent” - which is then delivered to local 

controller for transcoder adjustments. This feedback should be use-case 

driven.  

The decision made in reference point “B” is passed to the transcoder (TR) to 

adjust stream delivery parameters in order to maintain or increase required QoE 

statistics in response to the channel dynamics or mobility: 

• Bit rate of a video 

• Frames Per Second (FPS) 

• Screen resolution. 

Having in mind all the assumptions defined in section 1, results of real life 

measurements reported in section 5.5 as well as the architectural approach to deal 

with “quality feedback” - below author presents a prototype for designing and 

evaluating the “congestion control” loop for security scenario (i.e. in the uplink 

direction). 

5.3 CONGESTION CONTROL ALGORITHMS 

This section briefly elaborates on the available congestion control algorithms, 

which were identified in Chapter 2 as most plausible to address optimizations 

maximizing video quality in the client side (e.g. crisis management control room). 

These algorithms were meant to be compared through a series of tests in order to 

specify the most promising ones. The solutions which were considered as the 

most promising include: 
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• Adaptive Polling Service (aPS) – this algorithm has been originally considered 

as most interesting but actually its value has been declined after discussions 

with end-users about relation to actual business scenario.  

• TCP based transmission (with built-in congestion control) – analyses 

performed in chapter 2 have shown that the most developed multipath protocol 

with a very active community of developers is the MP-TCP [282]. It has 

recently become default part of popular Linux distribution. This solution is 

however considered relevant for a security scenario architecture. It improves 

reliability by applying redundancy (two parallel transmission paths or more) 

and also improves performance, but level of improvement depends in the 

appropriate path manager and scheduler configurations of the mechanism. The 

simplified version is the use of TCP video delivery (e.g. based on RTMP 

protocol), where TCP senses the channel by its built-in congestion control 

detection and simple mitigation. 

• Smoothing buffer for video transmission - this solution [115]focuses on the 

optimal control of traffic variability in the downlink direction of LTE radio 

access by the use of smoothing buffer. Authors provide algorithms and 

analytical solution to find optimal state switching strategy. Control of the 

smoothing buffer should be linked to the channel state variability. 

• Own prototype congestion control agent (MCATS) - author has designed and 

developed a QoE based controller to decide the video transcoding based on 

the instantaneous channel dynamics. It has been combined with reading of 

channel statistics but also the remote feedback from QoE Probe located in the 

control room (i.e. at Client side in Figure 55). This controller was successfully 

developed and integrated into a full-fledged prototype with video streamed 

from a camera in the field towards an emergency control room. 

Given the list of most plausible algorithms picked-up above we will focus on 

evaluations including the aPS and approach the implementation of the MCATS 

controller and some variant of the TCP on the Server side in the further work. 

More detailed analysis of the way to approach simulating above solutions is given 

in the following sub-sections. 

5.4 DISCUSSION OF THE ALGORITHM CHOICES 

Below the most plausible choices of algorithms for congestion control relevant 

for this chapter are shortly discussed. Their role will be on one hand to enhance 

the reliability of the emulator (e.g. by including certain overhead calculations in 

the emulator), but on the other hand some will serve to validate the emulator in 

section 5.10.  

5.4.1 Adaptive polling service (aPS) 

5.4.1.1 Utility for the thesis 
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Main rationale behind considering this algorithm is for a video stream which is 

assigned a rtPS class of service (i.e. the one that reserves certain amount of 

resources – i.e. OFDM slots for video transmission) and periodically stops 

sending data while connection is still active from the session management point 

of view.  The aPS algorithm provides the ability to save bandwidth by adjusting 

polling interval dynamically based on user’s activity. Thus if a user was not active 

for a period of time, his polling interval increases in order to reduce the overhead. 

The overall formula for this is presented below: 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑(𝑡𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒)(𝑖) = 𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑖𝑛𝑖𝑡𝑖𝑎𝑙(𝑡)/𝑇𝑛 
(5-1) 

Where T𝑛 determines the time interval in which requests are sent. In this case, the 

overhead for different inactive terminals may be different and is dependent on 

inactivity time (𝑡𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒), where overhead is decreasing - the longer terminal is  

inactive. T𝑛 is defined by the following formula: 

𝑇𝑛 = {

𝑇𝑚𝑖𝑛                               

2𝑛−𝑁 × 𝑇𝑚𝑖𝑛                

𝑇𝑚𝑎𝑥 = 2
𝑀 × 𝑇𝑚𝑖𝑛    

𝑛 = 1, 2, 3, …                
𝑛 = 𝑁 + 1,… ,𝑁 +𝑀
𝑛 > 𝑁 +𝑀                   

 

(5-2) 
This algorithm that is mainly reasonable for networks containing multiple users 

sending limited data, or do not send any data at all, but are connected to the 

network. Therefore for scenarios with dynamically changing number of users or 

dynamically changing behaviour of users it can be valuable to adjust polling 

interval dynamically in order to save important resources and optimise overhead 

BW consumption. However, as this chapter focuses mainly on security scenarios, 

in which it is important to stream video constantly without any breaks or frequent 

changes. Thus as the data is being sent constantly over the time with presumed 

throughput, and there won’t be any major changes in terms of bandwidth 

consumption of users within a network, the aPS algorithm might not be always 

suitable for such scenarios. But it is definitely an interesting approach for 

improving bandwidth utilisation and thus may be further improved and examined 

(especially considering the green network targets).   

5.4.1.2 An approach to emulation 
 

Although it is difficult to implement and test the aPS algorithm in real 

environment, it is possible to carry out appropriate tests within the proposed 

emulator described later in this chapter. The proposed element contains scheduler 

that is able to imitate real network behaviour. A dedicated, but simplified 

overhead calculation mechanism was implemented, which subtracts fixed 

number of symbols every frame for a given user within scheduler. It is important 

to mention that the overhead mechanism is simplified to easily mimic its 

behaviour when executing various CC algorithms, therefore the effectiveness of 

such algorithms may not indicate the most accurate results. However, by 

adjusting overhead consumption based on rtPS user’s variability and intensity in 
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terms of bandwidth utilisation, the emulator tool allows testing and analysis 

indirectly any algorithms of this type. Calculations considering the aPS 

mechanism are presented in the section 5.5.3. 

5.4.2 Prototype controller design (MCATS) 

5.4.2.1 Relevance for the thesis 
 

The main purpose of this controller module is monitoring the 4G/5G modem and 

reacting in real time to changes in radio parameters (modulations, RSSI, SINR). 

Depending on an implemented algorithm detected changes can result in 

immediate changes in video transcoder parameters. The communication between 

controller and transcoder is used to set transmission parameters or check current 

status of the radio metrics. Additionally, it is possible to integrate the controller 

with the QoE monitor and receive quality measurements from the Client node, 

therefore possible to use the QoE parameters in processing of the algorithm. The 

block diagram of the controller and interfacing modules is presented in Figure 56. 

 

Figure 56 Block diagram of the controller and interfacing modules 

5.4.2.2 An approach to emulation 
 

The MCATS is useful mainly in two cases: when (a) preparing an automated 

(batch) measurement of multiple versions of video streams or (b) designing the 

feedback loop when real video is being delivered (in transcoded version) and the 

designer is creating or updating the Controller Agent internal logic prior to its 

final compilation and deployment. The Python script used there to execute 

controls is a handful way to work in the interactive mode (trial and error) when 

delivering optimized algorithms. Furthermore, it is possible to equip the 

controller with the module reading GPS coordinates from a mobile device and 

deploy them  for predicting and adapting the transcoder parameters based on 

location. 

5.4.3 Channel based traffic policing 

As already indicated in chapter 2 [151] - in order to achieve better performance 

and better accuracy of synchronizing the “channel behaviour” (inside emulator - 
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in case of real wireless channel) with the “offered rate” of the video stream 

coming from transcoder, it is required to apply additional processing stage on the 

side of transcoder – i.e. shaping. Without such element the target congestion 

control mechanism may become unstable due to hysteresis which is built into the 

overall variation of delay between quality drop (i.e. identifying such drop) and 

eventually reacting to such deterioration at the transcoder side. Before the traffic 

stream will be disturbed by emulator it will be processed in a shaper which will 

adjust outgoing video rate according to network conditions. The shaper will be 

controlled by the same set of information about network channel condition as the 

emulator. The main goal is to relieve emulator from intense and time-consuming 

processing. The three options considered for implementing the shaper are 

indicated below: 

• Option 1: Introducing additional level for Traffic Control processing on 

the Server side (Node#1 in Figure 57). The TC architecture will be 

modified, and the outgoing traffic will be first processed in nodes 

responsible for shaping where the rate will be roughly adjusted to 

requested level, and then it will be directed to the Emulator.  The potential 

limitation may be related to TC specifics and its possibility of defining 

multi-level processing. 

• Option 2: Using an external tool installed on the emulator host or on the 

Server (Node#1). The Emulator host will be equipped with dedicated 

application that queues incoming traffic and next send them to emulator 

with desired rate. The other possibility is to perform shaping early on 

Node#1 - the outgoing traffic rate could be manipulated by the TC tools4 

in the same way as in emulator. 

• Option 3: Using cross-layer approach to TCP protocol. Creating an 

application that basing on information about network condition could 

directly manipulate parameters of TCP protocol, especially its timers to 

adjust it to the channel behaviour. 

In order to better visualise the exact architecture of the above mentioned solutions 

the figures below (Figure 57, Figure 58) present the role of each component, 

necessary to achieve required functionality. Option 1 can actually be also 

superimposed with Option 3 to provide hybrid approach but only considering the 

additional elements of “Cross-layer” and “Resource monitor”. 

Option 2 has not been elaborated above as in practice it would mean that such 

mechanisms would have to be developed inside the node emulating the channel. 

From obvious reasons (integration perspective) this is technically possible but not 

rational to have relevant SW components injected into “the channel”. In order 

to be able to deal with design, testing and improvement of above mentioned, 

congestion control solutions, as well as new ones yet to come - it is necessary 

that an emulator tool of 4G/5G network/channel be provided. It should be 

 
4 Traffic Control (TC) is a popular framework available for Linux based systems that deals 

with processing of traffic streams  
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able to use traces from real network measurements in conjunction with 4G/5G 

signalling traces gathered from a simulator (e.g. ns2/ns3 or 5G Vienna). The latter 

expectation is important due to limited access to physical layer measurements. 

There is practically no possibility of tracking a real-time TDMA frame utilisation, 

neither availability of actual overhead introduced by the RAN signalization 

mechanisms. 

 

Figure 57 Traffic shaping Option1 

Owing to such approach this work enables emulating dynamics of instantaneous 

channel (and thus bandwidth)  that is used by nodes (cameras, traffic generators 

etc.) in uplink direction. In this approach congestion control mechanisms’ 

behaviour will be based on scenario description (test script) and on this basis 

overhead for each traffic will be adjusted in order to increase actual bandwidth 

usage. 
 

 

Figure 58 Traffic shaping Option3 

5.5 REAL NETWORK MEASUREMENTS – RATIONALE FOR 

CONGESTION CONTROL 

5.5.1 Mobile measurements – first round  

During the course of preparing this thesis, multiple tests were performed with 

different 4G/5G network environments and different radio conditions. Results 
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achieved so far have been reported in two papers [42], [51]. This approach proved 

that, because of dynamically changing nature of radio in wireless networks (4G, 

5G), the real-life measurement observed may vary significantly even when 

conditions seem to change only slightly. Table 31 presents results of baseline 

testing of uplink traffic transmission in two stationary locations. The tests were 

performed inside network of a polish local 4G operator. Two different modems 

were used (Teltonika, Greenpacket), with two data rates generated from user 

terminal towards AP – 128Kb/s and 1024Kb/s. Both locations are in either close 

proximity with the AP or there is LOS between user and AP. It can be seen that 

in the tests packet loss ratio is always reasonably lower than 1%, which means 

very good conditions. Thea additional proof of the baseline quality is that almost 

100% of time the least robust modulations are used (QAM-64).  

In the next step the more challenging radio conditions were exercised by driving 

in a car over the streets of Choszczno Poland, and performing traffic 

measurements in the uplink. The following traffic characteristics (Table 32) were 

collected while driving along four streets in a circle (at a speed of 20 km/h). It is 

evident that when mobility and non-homogeneous coverage are combined 

together the received traffic is highly degraded (20% of original stream reaches 

the receiver). The traffic rate sent from the transmitter was 1 Mb/s (CBR) and it 

was sent to the node representing security operator premises (PC2), located just 

at the WAN interface of the operator. The case above represents a situation where 

there were both degradation causes present in parallel: intense NLOS and 

mobility. That is why the throughput level is largely degraded throughout the plot.  
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Table 31 Stationary tests in Choszczno, Poland 

• 2 locations (A and B) 

• Very good signal quality 

• Average delay metrics 

• Average to high standard 

deviation 

• Marginal packet loss ratio 

• Only QAM64 modulation 

used  

 

 

 

 

 

Figure 59 Drive test (Choszczno mobile) - modulations 

The plots in Figure 60 show the influence of: a) SISO/MIMO antennas and b) the 

delay and RSSI metric in the uplink direction. The traffic was transmitted in 

uplink with two alternative speeds, namely: 128 and 1024 Kbit/s.  

Moreover, the drive tests were performed in various locations however it is worth 

highlighting the observed mismatch between fidelity of coverage modelling with 

popular software package Splat! [267] and utilising the in-house developed signal 

analyser (RaspberryPi based) with GPS coordinates readings (Figure 59). 
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Table 32 Sample network traces from drive tests (driving a car) 

 
It is worth noticing that the circular areas of equal signal coverage (the right part 

of figure) highlights incompatibility of the instantaneous modulation readings 

from the same area. Results of above-mentioned tests are reported in more detail 

in the paper [51]. In Figure 61 where the instantaneous throughput change in 

uplink is presented while driving across the streets in around 1,5km from the 

serving AP. The numbering of streets (1-2-3-4) is also mapped to the modulation 

plot to indicate the sequential chain of modulation changes. Moreover from the 

perspective of channel modelling the bottom table indicates the distribution of 

modulations for the 4 cases: a) 15km/h with 128 kbps uplink transmission, b) 

15km/h with 1024 kbps uplink transmission, c) 30km/h with 128 kbps uplink 

transmission and d) 30km/h with 1024 kbps uplink transmission. 

It can be seen that it is the requested throughput that drives the usage of particular 

MCS mode and not so much the speed in the range 15-30km/h. Similarly, the 

tests presented in the Figure 63 of the next section show that the speed of node 

(10-30km/h) does not have significant influence on the achieved delay values in 

uplink. It can be seen that it is the requested throughput that drives the usage of 

particular MCS mode and not so much the speed in the range 15-30km/h. 

Similarly, the tests presented in the Figure 63 of the next section show that the 

speed of node (10-30km/h) does not have significant influence on the achieved 

delay values in uplink. 
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A – 128kbps uplink transmission (upper plot - SISO, 

bottom plot - MIMO) 

B – 1024kbps uplink transmission (upper plot - SISO, 

bottom plot - MIMO) 

Figure 60 The delay and RSSI of the uplink transmission for different data rates  

5.5.2 Mobile measurements – second round 

Additional tests performed by author in the preparatory campaign was to assess 

the connection quality (QoS) while end-user terminal is moving. Traffic flow 

characteristics used was exactly the same as presented in Table 32. Still the 

difference as compared to the laboratory (i.e. fixed location) tests was the use of 

miniPCI version of 4G modem (Teltonika). The modem was used with default 

settings and with an external antenna, providing additional gain of 5dB and 

equipped with a fitting magnet for rooftop mounting. Drive tests were performed 

to identify the geographical locations where the nominal signal quality was at 

least acceptable. The spectrum analyser Tektronix SA2500 has been used to 

identify regions with acceptable signal quality. Two locations have been selected 

in the range of 1km from the base station. The first location (A) was a parking lot 

in a close vicinity of the base station and the second (B) was the street among 

blocks. 
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Figure 61 Summary of mobile measurements in Choszczno, Poland  

It can be seen from the Figure 63 that with the increase in throughput the OWD 

decreases. The average delay (OWD) for 1024Kbps equals ca. 30ms and is two 

times smaller than the delay of the 128Kbps flow (i.e. eight times smaller rate). 

The same behaviour is observed for both locations and is rather independent 

within given speed range. The 10ms difference in average delay for lowest 

throughput (the “Street” location) may result from slight variety in radio 

conditions (fading) during car movements. It can also be seen from the plots that 

standard deviation bars are quite high and equal ca. 15ms in average case (i.e. 

between rates and speeds). 

Most probably the reason for such difference is the overhead incurred in 

transmission of small rates. In case of 128Kbps there is 12 packets sent per 

second, which means that each packet is using its own dedicated TDD time frame 

(and thus the additional delay is added). While in case of 1024Kbps there are 93 

packets sent per second which means that at least two packets can be transmitted 

using single TDD frame (as each packet is sent every 10ms). A clear trend can be 

identified that with the decrease in traffic rate (from 1024 to 128 Kbps) the OWD 

increases (from ca. 40ms to ca. 60ms). 
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Legend: 

“Location A” – parking lot 

(on the left) 

“Location B” – street 

between houses (on the right) 

“BS” – location of base 

station (eclipse at the bottom 

of the map) 

Figure 62 Measurement locations 

 

 

(a) Street (b) Parking lot 

Figure 63 Overview of mobile results 

The value of delay measured using ICMP traffic (PING) would actually need to 

be divided by two (as this is round trip delay and not OWD) and it has to be noted 

that it was made for a small packets of 32Bytes. It has to be underlined that the 

measurements were repeated with 4G modem of another vendor (GreenPacket 

DX350) and the trend of increasing delay with smaller traffic rates has also been 

observed. The same behaviour of OWD characteristics has been confirmed in 

numerous mobile tests (see section 5). It has to be noted that average delay 

measured in downlink direction is on the opposite - stable independent on the 

rates/speeds and equals ca. 20ms. This way it seems that there is either a delay 

introduced by sleep modes of the 4G modem or there is some delay due to TDD 

scheduling at the AP. Based on the observations performed, example network 

extremes has been classified into three types: Good, Medium and Extreme. This 

approach is also mentioned in the previous section where traces are discussed. 

Table 33 shows extreme (representative) network behaviours mentioned above 

with results attached. In all cases presented the video traffic sent from the 

transmitting CPE was 1Mb/s and it was send to the node located nearby of the 
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operator’s base station (i.e. right after the AP). 

Table 33 Sample of extreme network characteristics from the field tests performed 

Behaviou

r type 
Delay Throughput 

Good 

  

Medium 

 

 

Extreme 

 

 

 

As can been seen from Table 33, so called “good” network conditions provide 

stable and high quality connection. It does not seem to require any adaptations 

for congestion control, it does seem necessary to develop specific mechanisms to 

support or adjust to extreme network traffic transmission. This problem applies 

especially to real-time (uplink) video traffic transmission, because of the fact that 

video streaming is particularly vulnerable for both packet losses and bandwidth 

limitations.  

5.5.3 Calculating user-plane throughput with overheads 

By utilising traces gathered from real life measurements where all MCS 

(Modulation Coding Scheme) were known, the scheduler developed for the 

emulator is able to calculate throughput according to these statistics. Therefore, 

in order to calculate available bandwidth for specific user efficiently, the formula 
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below needs to be implemented into the scheduler model.  

𝑡𝑝𝑢𝑡(𝑥)(𝑡) = 
 

[𝑂𝐹𝐷𝑀 − 𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑(𝑡) −∑[𝑂𝐹𝐷𝑀(𝑜𝑡ℎ𝑒𝑟𝑆𝑆)(𝑇)]] ∗  

∗ 𝑀𝐶𝑆(𝑥)(𝑡) ∗ 𝑓𝑟𝑎𝑚𝑒𝑠/𝑠𝑒𝑐 ∗ 𝑠𝑢𝑏𝑐𝑎𝑟𝑟𝑖𝑒𝑠 (5-3) 
 

As it is important to clarify all basic variables which are taken into calculations, 

table below provides the explanation of all of the values presented in the 

aforementioned formula. 

Table 34 Explanation of terms 

Symbol Description 

t time 

x Terminal identifier 

tput (x) (t) Uplink throughput of SS station of (x) ID in moment (t) [bps] 

overhead uplink (t) Percentage of symbols that are used for ACK, initial ranging 

etc. For our scenarios the size of overhead varies between 

different QoS classes: 

• Sending rtPS: approximately 3,2 symbols per frame 

• Active rtPS: approximately 1,6 symbols per frame 

• BE user: approximately 0,3 symbol per frame 

Those values represent results that are the most probable and 

close to real network overhead usage. The values were averaged 

based on traces gathered from separately generated simulations 

and according literature5’6. Such approach allows for further 

adjustments and testing scenarios which include aPS or other 

congestion control algorithms. 

OFDM Number of all OFDM symbols assigned to Uplink part of TDD 

frame 

SUM [OFDM 

(other SS) (t) ] ] 

Number of symbols scheduled for another terminals (SS) in 

moment (t) [not counted to Overhead] 

MCS(x)(t) Number of bits per symbol resulting from modulation coding 

scheme of terminal (x) in moment (t) gathered from each packet 

frames/sec Number of OFDM frames in one second 

subcarriers The overall number of subcarriers that are used for data 

transmission on a standard 4G network 

Methodology of calculating throughput considered for the emulation is (bps): 

 

𝑡𝑝𝑢𝑡𝑢𝑝𝑙𝑖𝑛𝑘(𝑥)(𝑡) =  

 
5 http://www.cse.wustl.edu/~jain/books/ftp/wimax_ra.pdf 
6 https://pdfs.semanticscholar.org/cfd8/5a0f54bf98652f99bd9ea703e82de76f08e4.pdf 
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[𝑂𝐹𝐷𝑀𝑢𝑝𝑙𝑖𝑛𝑘 − 𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑢𝑝𝑙𝑖𝑛𝑘(𝑡)∑[𝑂𝐹𝐷𝑀(𝑜𝑡ℎ𝑒𝑟𝑆𝑆)(𝑡)]] 
 

∗ 𝑀𝑂𝐷𝑈𝐿𝐴𝑇𝐼𝑂𝑁(𝑥)(𝑡) ∗ 𝑓𝑟𝑎𝑚𝑒𝑠/𝑠𝑒𝑐 (5-4) 
 

Calculations of mentioned values: 

 

𝑂𝐹𝐷𝑀𝑝𝑙𝑖𝑛𝑘 = [𝑂𝐹𝐷𝑀𝑡𝑜𝑡𝑎𝑙 − 𝑂𝐹𝐷𝑀𝑑𝑜𝑤𝑛𝑙𝑖𝑛𝑘] – to calculate or gather system 

parameters (Fixed attribute for concrete 4G system and DL/UL ratio) 

 

𝑓𝑟𝑎𝑚𝑒𝑠/𝑠𝑒𝑐 = 1/(𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒_𝑂𝑓_𝑇𝐷𝐷 _𝑓𝑟𝑎𝑚𝑒) – for 5ms.  

we have 1/0.005 = 200 𝑓𝑟𝑎𝑚𝑒𝑠/𝑠  
 
∑[𝑂𝐹𝐷𝑀(𝑜𝑡ℎ𝑒𝑟𝑆𝑆)] – for scenario nr 1 (only 1 station is sending data) value is 

equal to 0 (for data) and is fixed (CONSTANS) 

 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑢𝑝𝑙𝑖𝑛𝑘 = (𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑟𝑎𝑛𝑔𝑖𝑛𝑔) + (𝑐𝑜𝑛𝑡𝑒𝑡𝑖𝑜𝑛𝐵𝑊) +  

𝑟𝑡𝑃𝑆_𝐵𝑊𝑟𝑒𝑞 (𝑛𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒_𝑟𝑡𝑝𝑠(𝑡)) (5-5) 

• For 𝑟𝑡𝑃𝑆 – 𝑟𝑡𝑃𝑆
𝐵𝑊𝑟𝑒𝑞(𝑛𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒𝑟𝑡𝑝𝑠(𝑡))

= 𝑛𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒𝑟𝑡𝑝𝑠(𝑡) ∗

𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑠𝑖𝑛𝑔𝑙𝑒𝑟𝑡𝑝𝑠 
• For 𝑎𝑃𝑆 - 𝑟𝑡𝑃𝑆

𝐵𝑊𝑟𝑒𝑞(𝑛𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒𝑟𝑡𝑝𝑠(𝑡))
=

∑  
𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒_𝑟𝑡𝑝𝑠

(𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑(𝑡𝑖𝑛𝑎𝑐𝑡𝑖𝑣𝑒)(𝑖)) 

 

Thus if a user would like to adjust the overall available bandwidth for selected 

traffic, it can be done by manipulating the overall number of OFDM symbols 

while ignoring overhead and OFDM (otherSS) values. For example, for 11 

OFDM symbols, the overall bandwidth will be equal to 2,112Mb/s, and the 

formula will look like the one below: 

 

𝑡𝑝𝑢𝑡(𝑥)(𝑡) = 𝑂𝐹𝐷𝑀 ∗𝑀𝐶𝑆 ∗ 𝑓𝑟𝑎𝑚𝑒𝑠/𝑠𝑒𝑐 ∗ 𝑠𝑢𝑏𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝑠 (5-6) 
 

𝑡𝑝𝑢𝑡 = 11 ∗ 5 ∗ 200 ∗ 192 = 2,122 𝑀𝑏/𝑠 (5-7) 
 

The remaining work aimed to define sample video controller (see section 5.9) 

with the following features: i) traffic shaping - introduced by properly adjusting 

transcoder rate based on information from a 4G/5G modem at the transmitter (e.g. 

car), ii) overhead injection - the implemented scheduler subtracts fixed number 

of symbols every frame for a given user to mimic various congestion control 

algorithms. The implemented scheduler delivers treatment compliant with the 

rtPS 4G/5G class of service with its crucial parameters (maximum sustained 

traffic rate and minimum reserved traffic rate) - as it needs to be considered when 
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dealing with congestion control mechanisms. However, before being able to 

design the emulator framework, and perform validating tests, author will now 

define the statistical framework that will be able to mimic the channel variation 

and generate the packet losses and delays which are statistically equivalent to the 

above mentioned measurements.  

5.6 STATISTICAL ANALYSIS OF DELAYS AND LOSSES 

FROM FIELD TESTS 

Statistical research was carried out based on the measurement results presented 

in previous sections. In particular, statistical tests were carried out regarding the 

inclusion of the HARQ mechanism and the impact of throughput on delays and 

losses.  

• Impact of the HARQ mechanism - the study concerns the frequency of 

data loss and the size of delays in both scenarios. The analysis of the 

dependence of the HARQ packet and the occurrence of losses was carried 

out using the chi-square test of independence (χ2) and the test for two 

proportions. The research on delays was carried out using the Mann-

Whitney U test and the Student's t-test, and an analysis of the frequency 

and parameters was carried out using the methods of descriptive 

statistics. 

• Impact of throughput on delays and packet losses - the study concerns 

the amount of delays in both scenarios and the frequency of data loss. 

The study in the field of delays was carried out using the Mann-Whitney 

U test and the Student's t-test, and an analysis of the frequency and 

parameters was carried out using the methods of descriptive statistics. 

The analysis of the relationship between the packet size and the 

occurrence of losses was carried out using the chi-square test of 

independence (χ2). 

5.6.1 Generic flow of the estimation 

The simulation should take place in two steps: 

• Latency simulation - the simulation is performed in several steps. First, 

we determine the first observation (value) and the initial phase (phase i.e. 

decrease or increase). Then we randomize the length of the phase. After 

drawing the length of the phase, we determine the amount of delay (based 

on the change in the previous delay) - in accordance with the previously 

established distribution. Then we add random noise. 

• Packet loss simulation - the simulation is performed in two steps and is 

based on delay values. The first step is to make a binary decision as to 

whether a loss will occur in a given simulation (this step is based on the 

lag values). The second step is to determine the value of the loss - i.e. the 
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number of packets lost. This step applies if and only if a decision was 

made in the first step that packet loss has occurred. 

5.6.2 General flow of simulation 

The entire procedure has been presented in block diagram on the Figure 69. 

5.6.2.1 Simulating delays 

Delay simulation will be performed in 4 steps: 

• Determination of the first element and phase 

• Determination of the phase length 

• Determining the size of delays (based on the size of the change) 

• Adding random noise. 

The analysis of observation data was preceded by smoothing (the moving average 

method). Thanks to this, it was possible to isolate the essential cycles from the 

noise. However, in order for the simulated observations to be similar in nature to 

the real ones, noise must be added later. 

5.6.2.2 Model validation 

Model validation is carried out separately for each scenario (loss simulation, 

delay simulation), its implementation is aimed at comparing the distribution of 

field measurement and simulation results. The general course of the simulation is 

shown in the Figure 69. The flow seems simple enough, but the re-adjustment 

and compliance loop can be repeated over and over again. All validation steps are 

described below. 

Step1 - Preparation of measurement data 

Prepare a measurement data package. Measurements should be carried out 

under different conditions. The more data, the better. 

Step2 - Adoption of original parameters  

The parameters for the first trial can be taken from another, similar distribution 

and modified to best fit our scenario. For this purpose, it is best to prepare a 

comparative frequency chart of both distributions and adjust the appropriate 

parameters. Instructions on how to make a comparative frequency plot can be 

found in the appendix. Examples of such charts are provided in the "frequency" 

tabs in the validation sheets. Ways to modify parameters, depending on the 

symptoms, are described in point - “5) Distribution parameter tuning”. 

Step3 - Running a simulation  

After entering the parameters, we run a simulation, the number of observations 

generated should be similar (at least in terms of scale) to the number of 

simulations from the measurement. For example, if we have 100,000 

measurement observations, then 45,000 simulations can be prepared (preferably 

in several series, e.g. in three series of 15,000 each).  

Step4 - Checking the consistency of distributions using statistical methods 
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(decision) 

The statistical methods that are used for the study deal with frequencies and 

distributions – they abstract from the order of measurements. This means that we 

check whether the measurement and simulation are of the same nature (e.g. they 

could be carried out in the same environment, conditions), and not whether the 

course is similar. For example, if there are two short-term disturbances during the 

measurement involving increased delays and resulting from walking behind 

buildings or other objects, the number of such incidents in the simulation may be 

different. The check is carried out by: 

a. Analysis of frequency plots  

b. Parameter comparison (mean, standard deviations, median, 1st 

quartile, 3rd quartile)  

c. Performing a parametric t-Student test for independent samples  

d. Performing a non-parametric U-Mann-Whitney test (since this 

test is lengthy, it is best to do it only for those simulations that 

perform well in other methods) 

Recognition of the simulation as a good fit completes the validation process. 

Then, the assumed model and parameter values are assumed. 

Step5 - Distribution parameter tuning  

The most difficult step in the validation process is modifying the parameters. 

After determining that the measurements and simulations are not from the same 

population (i.e. they do not match), the parameters are modified. Below are some 

ways to modify the parameters for different symptoms of distribution mismatch: 

• too many extremes on one side (too many hights, not enough lows): 

o reducing the level of “ramp-ups”, 

o increasing the probability of decreases in relation to increases, 

o shortening the phases (phase lengths), 

• too "calm" simulation: 

o increase the level of growth, 

o increasing the probability of increases in relation to decreases, 

o phase extensions (phase lengths), 

• too high values: 

o setting a lower limit (max) 

• too thick tail (see Figure 66): 

o adding a second reflection 

Step6 - End of validation 

The validation process ends when simulations and measurements are considered 

to be a good fit. Then, the assumed model (size of parameters) is assumed. The 

detailed flow of parameter tuning has been presented in the Figure 67. 
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5.6.2.3 Consistency checking activities (Step4) 

In this section the four steps of consistency checking performed in step4 in 

previous section is presented in separate sub-section below. 

Analysis of frequency plots 

The analysis is basically done manually and the general idea is that the 

distributions should be similar to each other. Below are some examples of 

distributions along with their evaluation. 

 

Figure 64 Example – mismatched distributions 

In the Figure 64 the two pointed plots represent the distributions that were not 

providing satisfactory of the model achieved, based on the provided data. The 

point “B” indicates sample distribution settings where the distribution is not well 

matched with the actual plot. Whereas the “A” distribution is even worse due to 

prevailing large number of small values.  

 

Figure 65 Example – well matched distribution 

In the above example (Figure 65) there is very high matching between the 

original data and the value modelled by the distribution “C”.
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Figure 66 Example – mismatched distribution 

As it can be seen (Figure 64) the simulated distribution has too low number of 

observations at the low values (point “D”) but also the “E” label indicates the 

problem of too “thick” tail, which is not suitable for the model.  

Parameter comparison (mean, standard deviations, median, 1st quartile, 3rd 

quartile) 

The most important parameters in this case are: median 1st quartile and 3rd 

quartile. It can be compared on the chart. 
 

 

Figure 67 Example – the importance of parameter tuning 

Performing a parametric t-Student test for independent samples 

The test is carried out in accordance with the formulas, examples of the tests 

carried out can be found in the "results" tabs of the validation tool developed. The 

t-Student's test must indicate the agreement of the two samples, otherwise we 

reject the simulation and modify the parameters again.  

Conducting the non-parametric U-Mann-Whitney test 
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Since the Mann-Whitney U test is time consuming (it cannot be performed 

automatically), it is best to perform it only for those simulations that perform well 

in other methods. The UMW test is very strong, which means that it often rejects 

distributions that are acceptable to us. If the UWM test shows the compatibility 

of the distributions, then we accept the distribution without any doubts (even if it 

failed other tests). If it does not agree, then the distribution can be accepted only 

if the other methods show good agreement and if the value of the test statistic is 

quite low. 

5.6.3 Validation of 4G/5G delays and losses (simulation) 

The ultimate result of the delay and loss simulator is provided as the MS Excel 

file with suitable macros which implement above mentioned distributions, tuned 

based on the results of field measurements in the 4G networks. The resulting 

simulation tool can be utilized in order to inject delay and packet loss into the 

TBONEX emulator. After performing the new field tests it is possible to apply 

the methodology presented in the current section and tune parameter values, so 

that they can be than used inside the developed simulator. 

 

(A) UTP-Walk 

 

(B) Choszczno-Mobile 

Figure 68 Simulation of delays (top) and losses (bottom) based on a simulation model 
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Figure 69 Steps of simulating delays/losses based on the proposed method  
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Figure 70 The flow of the statistical model validation process 

The example simulation run is presented in Figure 68 and relevant statistics are 

also displayed in the Table 35. It can be seen that the latency plot is very well 

resembling the field data presented in the Table 33. Another sample of the 

simulation is presented in part B of the Figure 68, this time it is using the 

“Choszczno mobile” field data. The process of determining the exact value of 

parameters enabling the distribution-based modelling of delay and losses in 

wireless 4G/5G channel, requires manual adjustment to the conditions 

(mobile/stationary, high/low variability). Moreover, changing one parameter 

often involves changing others (this is how it is with these distributions). 

Therefore, prepared set of parameters has been utilized in the simulator to enable 

simulations based on these particular channel models. Sometimes a small change 

in one parameter without adjusting the others will change the results by a scale of 
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values. Packet loss simulations are based on the trace files "Choszczno-mobile" 

and "UTP-spacer" cases only. In the other measurements, the number of losses is 

so small that it was pointless to study it (see Figure 61). It is best to assume that 

such situations do not occur in measurements at fixed locations, or to assume 

some distribution with a very low probability of occurrence. 

5.7 EMULATION FRAMEWORK DESIGN 

The overall, high-level description of the proposed network emulation framework 

is presented in the figure (Figure 71). The system allows the user to execute 

customizable emulation scenarios related particularly to video streaming in 4G 

network. Such scenarios comprise many variables including network properties 

and conditions as well as various users’ activities. The proposed software 

includes scheduler implementation for real-time traffic class, compliant with 

tuneable requirements of the 4G class of service (extendable to 5G).  

 

Figure 71 Network emulation framework for 4G/5G 

Table 35 Sample statistics for the Figure 70 plots 

SIMULATION REPORT SIMULATION REPORT 

General information  General information 

Time: 14:06:26 Time: 23:22:07 

Scenario: UTP-walk Scenario: Choszczno-mobilne 

Type (1): with noise Type (1): with noise 

Type (2): with losses Type (2): with losses 

Number of 

observations 

2012 Number of 

observations 

20 003 

Latency (without noise) Latency (without noise) 

smallest value: 18,91 smallest 

value: 

19,40 

biggest value: 98,36 biggest 

value: 

1998,99 

Average: 49,66 Average: 339,87 
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Median: 52,90 Median: 117,02 

standard deviation: 20,88 standard 

deviation: 

435,52 

Latency (with noise) Latency (with noise) 

smallest value: 12,3 smallest 

value: 

N/A 

biggest value: 119,44 biggest 

value: 

N/A 

Average: 47,59 Average: N/A 

standard deviation 23,11 standard 

deviation 

N/A 

Avg. noise -2,07 Avg. noise N/A 

Packets loss Packets loss 

number of 

observations with 

loss 

28 number of 

observations 

with loss 

2401 

percentage of 

observations with a 

loss 

1,39% percentage of 

observations 

with a loss 

12,00% 

Avg. loss 4,61 Avg. loss 2,86 

Max loss 24 Max loss 14 

Avg. latency for 

losses 

52,29 Avg. latency 

for losses 

976,29 

Avg. latency (with 

noise) 

53,54 Avg. latency 

(with noise) 

N/A 

 

To run it, it is required to specify and customise the overall network properties, 

which include the following: overall bandwidth available within a network in the 

uplink direction based on Downlink/Uplink ratio and number of symbols, TDD 

frame duration, overhead behaviour for rtPS terminals, scheduler’s efficiency 

(variable deciding how efficiently scheduler allocates bits in symbols) and 

network delay distribution scheme (for efficient delay emulation). The above 

emulator architecture enables definition of real-time (rtPS) flows, together with 

its key parameters (GBR, MBR, priority) whether CBR or VBR/adaptive traffic. 

Based on the configured rtPS parameters the built-in scheduler is able to perform 

scheduling compliant with the rtPS scheduler. The PC1 plays a role of video 

source with transcoder in order to mimic the camera mounted inside a car or on a 

drone (whether front, rear or sideways). On the side of PC1 it is possible to utilize 

(i) real camera attached via network interface, (ii) pre-recorded video from files 

or (iii) MGEN traffic generator. The PC2 mimics a traffic receiver “inside the 

control room” - where e.g. the Uber application employees are triggered to 

provide remote guidance to a member of the fleet of autonomous cars upon 

request from the particular car’s controller [13]. Technically during any tests and 

evaluations with the proposed architecture the PC2 requests video stream from 

the “car node” (PC1) via RTSP request to initiate the transmission. For this 

purpose, a video client like e.g. ffplay with dedicated shell scripts that initiate 
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video delivery from PC1 are used at the side of PC2. 

The “Network Disturber” block is realized by a Linux software router, and 

plays the role of:  

• Access Point - with scheduling of traffic in the uplink, modulation 

adjustment (AMC), as well as introducing signalling overhead (rtPS 

signalling, BE signalling).  

• Uplink radio channel - by introducing modulation driven rate adaptations 

caused by mobility (slow-fading, multi-path), NLOS, packet drops and 

delays. 

This solution uses real values of modulation, rate and delay collected from the 

trace file or from the simulator presented in section 5.6 of this chapter. The 

Bandwidth Emulator is an external application that based on traces from drive 

tests performed by the author in multiple (selected as representative) locations 

produces two configuration scripts that have to be deployed on the Network 

disturber. The scripts are used to adjust in real-time the QoS classes within Linux 

node that acts as a “Network disturber” dynamically configured by an emulator. 

The proposed solution allows defining all crucial parameters such as OFDM 

symbols count, frame duration and overhead. For target scenarios different users 

relate to different cameras. To prepare a test one needs to specify the overall 

number of cameras in a scenario, provide their operation status updates within 

given timespans, and their respective class parameters including: priority, GBR 

and MBR. For each camera, the user also defines the radio quality behaviour by 

assigning CSV trace from a particular drive/field test in real 4G/5G network. Each 

transmitter that is sending video footage to the receiver (i.e. each data flow) is 

experiencing network conditions according to the CSV file assigned for this 

specific transmitter in the process of preparing tests. In order to provide 

representative samples of channel variability author has performed drive tests (or 

walking tests) in different networks. Author originally was considering several 

approaches regarding emulation of 4G/5G connection, they are summarized in 

19. From the approaches considered above, the original contribution of delivering 

the „TBONEX” emulator facility approach is the most appropriate one. This 

approach is sort of a middle ground between realistic amount of work needed to 

implement such mechanism and expected quality (fidelity) and thus validity of 

final results. 

5.7.1 Network disturber details 

This section provides information about all the calculations that are done inside 

scheduler loop. Figure below shows a high-level depiction of TBONEX 

processes in order to emulate wireless network conditions and then allow 

streaming video atop the specified network conditions. 

At the beginning, the tool requires to define initial scenario. First process is 

related to configuration of network settings which include specifying network’s 

overall bandwidth resources, downlink/uplink ratio or frame’s duration. The 
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second step include configuring all the traffic that will be emulated for specific 

scenario, which include the number of users, their behaviour and traffic types (but 

only for artificial traffic).  

After setting up network and filling all required scenario options, the third stage 

begins namely “Video Streaming Emulation”. The whole process starts executing 

two simultaneous stages in parallel. The first, is the “Video transmission” where 

also QoE statistics are gathered. The second is the Scenario Execution stage, 

where all the calculation of network conditions are specified.  

The Bandwidth Emulator is an external application that based on traces from 

custom drive tests produces two configuration scripts that have to be deployed on 

the Network disturber (Figure 72). The first output script (TC script) contains a 

set of commands for the traffic control framework installed on the Linux router. 

It creates hierarchy of traffic control nodes such as qdisc, class and filters, and 

attaches such structure to the outgoing network interface of the Network 

Disturber. The NETEM qdisc is used for defining delay and loss for the user’s 

flow. Additionally, for isolating any other traffic from the simulated transmission 

the script defines qdisc and filter for all remaining traffic flowing through the 

interface and passes further it without any disturbing. 

Scenario execution is the process where for each frame a dedicated scheduler 

allocates bandwidth to every user by specified rules and calculations. After initial 

assignment of all symbols for rtPS users, the scheduler checks their current 

network conditions and takes away symbols related to overhead (initial ranging 

etc.). In order to ensure the ability to implement various CC 

algorithms/mechanisms, the overhead implementation was simplified into 

the process that is widely configurable and customizable. This way it is 

possible to easily test and analyse algorithms that can optimize overhead such as 

e.g. the aPS algorithm described in the section 5.4.1.  

After subtracting overhead from all available symbols of a user, the rest of 

effective bandwidth can be processed into further allocation mechanisms. If 

network conditions in which currently the user is located allow for it, he receives 

requested bandwidth. Otherwise, the user gets as many bandwidth resources as 

possible according to current network conditions (e.g. modulations and signal 

strength values). 
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Figure 72 TBONEX scenario flow 

In the end if there is any bandwidth available left, the BE users will get the rest 

divided equally for all of the users. Scheduler allows for dynamically changing 

number of connections meaning that all the resources reserved for specific user 

become available for other connections if this user disconnects. Scheduler works 

until the last packets are being sent which is specified in previous stage called 

Scenario Configuration. Figure 73 presents the overall, step-by-step scheme of 

the whole process highlighting the main processes, where all allocation 

mechanisms take place. By utilizing traces gathered from real life measurements 

where all MCS (Modulation Coding Scheme) were known, the scheduler is able 

to calculate throughput according to these statistics. 
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Figure 73 OFDM scheduler inside TBONEX emulator – activity diagram 

5.7.2 Baseline trace profiles 

Thanks to the metrics captured which were described in the “system model” 

section, TBONEX is able to estimate delay and available bandwidth of network. 

Additionally enhanced by settings and packet losses specified by user, tool is 

creating a traces that are used as a base for network emulation. There can be 

distinguished 3 types of traces: 

• Extreme – mostly NLOS condition, with huge variation in delay and 

throughput, with high packet loss ratio (exceeding 20%) 

• Medium – mostly LOS condition, with medium variation in delay and 

throughput, with medium packet loss values (exceeding 5% but less than 

20%). 
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• Good – mostly LOS condition, with low variation in delay and 

throughput, with low (less than 5%) or without packet losses. 

5.8 VALIDATING NETWORK DISTURBER 

At the stage of framework development and configuration authors have been 

connecting the proposed Network Disturber and the transmitting and receiving 

endpoints using wireless (WiFi) but eventually switched to wired network 

(Ethernet) due to identified unstable behaviour of the wireless card driver in 

connection with Netem, manifested in anomalous delays. After removing this 

problem of special interest was to validate the fidelity of replaying the radio 

conditions based on baseline traces. The tests have confirmed that both 

instantaneous bandwidth and modulations are properly recovered. 

However already at this stage we have found that the delays resulting from 

sequentially adjusting channel (i.e. available rate) can exhibit large variations. On 

one hand the fact of delays building, simply indicates that the channel capabilities 

of a user (car, UAV) have degraded, on the other this is the clear reason for 

triggering adaptations. In order to minimize extra delays resulting from the 

internal queues of the Netem tool, it is essential that the source traffic is properly 

adapted to accommodate to the instant values of the artificial channel. The 

excessive delays appear when arrival rate on the ingress of the emulator queues 

exceeds the service rate emulated on the egress of the Network Disturber. In order 

to mitigate such mismatch an option was introduced in the Bandwidth emulator 

that configures traffic generation script timing in exact synchronization with the 

channel changes of the emulator. The resulting data flow (UDP packets) mimics 

the video source with “ideal feedback”. However, this latter option is used just 

for controlling QoS of the data stream under particular channel variability 

emulation (i.e. when it is enabled no video is sent so one cannot evaluate video 

QoE). The next figure (Figure 74) shows the two plots which represent the 

effective instantaneous rate of “adaptive flow” at the transmitter (orange plot) and 

the rate after the packets have been received at the receiver (PC2). It is clearly 

seen that there is a mismatch between the timing of various “spikes” at both plots. 

This is caused by “desynchronization” between the flow that starts to grow 

whenever emulated bandwidth experiences “rate drops”. Such drops cause 

packets in the delay queues of Netem at the Network Disturber to face the head 

of line blocking due to slower channel.  
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Figure 74 Emulated rate at the receiver (channel - Choszczno mobile) 

Following plots demonstrate the delay of the “adaptive traffic” represented by the 

orange plot on the Figure 74. The first of them (Figure 75) represents exactly the 

case presented above. The Figure 76 has been plotted after shifting the “orange 

peaks” to the right, to cover respective “blue peaks”. We can see that delay in the 

Figure 77 seems to follow the shape of delay from Figure 75 but the “spikes” seen 

in the latter in the intervals of “80–98 s” and “120–170 s” have been reasonably 

decreased. It shows the influence of properly adapting the sending rate at the 

sender (e.g. car, UAV). Only if rate adaptation of the source is properly tuned to 

match the emulated channel, the Netem-based emulation can deliver more 

realistic delays. However, it can be seen that even though the macro adaptation is 

applied some smaller variations (mismatches) still cause delay spikes in the 

Figure 77. This is caused by the temporary behaviour of emulator where “packets 

delayed by X seconds” are being processed in parallel with “packets delayed by 

Y seconds”, as the delay manipulations are introduced sequentially by the TC 

scripts in the Network Emulator. 

 

Figure 75 Delay at the receiver - desynced case (trace: Choszczno mobile) 
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Figure 76 Emulated rate at the receiver (after tuning) 

 

Figure 77 Delay at the receiver - after synchronization was made between source and 

emulated channel (trace: Choszczno mobile) 

The measurements with the real traffic from the camera will be presented in 

section 5.10. 

5.9 E2E CONGESTION CONTROL MECHANISMS FOR 

SECURITY SCENARIO  

Main goal of this section is to apply the complete wireless link emulation, 

described above and apply them to the design and conceptualization stage for an 

adaptive video application “MCATS Controller” logic. Such module should be 

able to decide about the necessary adjustments of a transcoder module (TR) 

installed inside the “Server” box in order to respond to temporal variability of 

wireless 4G/5G network link, and support maximizing the E2E QoE.  

5.9.1 Congestion control for security scenario 

Having in mind all the assumptions defined in section 5.2, the results of real life 

measurements reported in the introductory section of 5.5, as well as the 

architectural approach to deal with “quality feedback” inside the generic 

architecture for congestion control (Figure 54) - below we present a prototype of 

“congestion control” loop for security scenario (i.e. in the uplink direction).  
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5.9.2  Remote loop – prototype 

The quasi-deployment diagram for enabling the prototypical remote feedback 

loop is presented in the Figure 78 below. It describes an example solution of the 

Controller Agent for evaluating congestion control logic which interacts with the 

transcoder through Controller deployed at the Video Server side – see the left side 

in the figure. The latter is responsible for adjusting parameters of streamed video. 

Same time on the Client side, which is composed of the “Receiver” and 

“Analyzer” (representing the receiver node) the QoE_Probe box denotes the QoE 

monitoring software used for measurements after [233]. Some more details on 

the interfaces and methods used to control the transcoder are available in Annex 

. 

 

Figure 78 Prototypical remote feedback loop architecture for evaluating congestion 

control 

The above mentioned QoE evaluation models were used to evaluate various 

settings of video streams in order to identify optimal decisions of the Controller 

that optimizes video to deliver optimal QoE parameters. Dedicated API can be 

utilized on the side of transcoder to realize the needed controls. In the case of 

“remote feedback” from Controller Agent the decision about transcoder 

parameters for adjusting to a channel quality metrics will be made. The Controller 

is present near to the real-time streaming video source (camera), the decision 

about transcoder parameters (bitrate, frames per second, quality profile) for 

adjusting to a channel quality metrics should be made. However, from practical 

point of view the feedback about quality (QoE) perceived on the reception side 

can be acquired by (a) use the out-bound signalling by piggybacking the channel 

probing packets to IP packets transporting RTP frames or (b) use the in-bound 

signalling and rely on the QoS statistics provided by the control protocol (e.g. 

RTCP) between streaming server (Server) node and the receiver side node 

(Client). Although it is feasible to exchange QoS parameters (e.g. 

𝑟𝑖, 𝑑𝐸2𝐸,𝑘, 𝑃𝑙𝑜𝑠𝑠, 𝑃𝐷𝑉, together with its min/max/avg values) between receiver and 

transmitter e.g. by following the option “b” above, it would not be possible to 
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achieve in real-time even is some additional elements would be available on the 

receiving end.  That is why in case of evaluating the controller for mobile 

networks it was decided to focus on the Server side where Controller will be 

interfaced with the resource monitor („Radio stats”) and be able to read wireless 

link quality as well as geographical location of the Server node. The Controller 

at this end is capable of acquiring the real-time statistics about channel/location 

by probing the modem. 

5.9.3  Local loop – prototype 

The local loop SW prototype was developed in order to provide test and 

evaluation capabilities. The details of the cooperation between Controller and: 

Radio Stats, Transcoder and Controller Agent are described in section 5.3. 

5.10 RESULTS OF EMULATING WIRELESS SCENARIOS  

We have focused mainly on tests based on real-time video transmission (usually), 

utilizing wireless channel and the resulting observation of the degradation of 

video quality and the impact of various scenarios and events on the results. The 

TBONEX tool has been thoroughly evaluated and validated. In addition, the 

schedulers implemented were compared with the OPNET simulations as well as 

with the real life data from the field tests. The following group of tests were 

performed: 

• Validation of the emulator (TBONEX) with IP camera transmitter  

• Validation of the emulator (TBONEX) with the use of Server and Client 

components  

• Validation of the emulator, with local video streamed using TCP and 

Server  

• Validating emulation with both rate and delay enabled 

• Validating the resource consumption of video processing at the Server 

• Validating the influence of TCP use (instead of UDP) with full emulation 

• Validating MCATS automation tool. 

Each test is described in details together with short summary of findings in the 

section 20. Thorough discussion of results is provided in the chapter 9.1 

5.11 SUMMARY OF EMULATOR FRAMEWORK 

In this section it has been shown architecture and application of trace based 

OFDM network emulator for 4G/5G and future networks. The emulator has been 

thoroughly validated considering real and artificial traffic (camera, emulator 

respectively), real channel behaviour (from traces), multiple transport protocols 

(UDP, TCP), with adaptive traffic (idealistic feedback) etc. The framework can 

be utilized to ease the costs and effort required to perform real tests at low cost of 

the environment preparation (it is based on open-source tools). Thanks to the 
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proposed architecture repeatability of results when testing new versions of video 

control algorithms is gained as it is possible to replay sessions from real life 

measurements. Such algorithms (congestion controller) can be placed on the 

Server node (PC1) and connected with the Bandwidth emulation block directly 

so that it replays channel behaviour in real-time. This way controller installed on 

PC1 can be tuned as it would react also in real-time to the perceived channel 

(modulation) changes.  
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6 QOE CONTROL ALGORITHMS FOR MULTI-RAT 

6.1 INTRODUCTION  

5G services are envisioned to utilise different RATs (as well as component 

carriers in case of carrier aggregation) to fulfil ambitious requirements with 

respect to data rate, latency, reliability, co-existence, coverage, etc. To realise this 

vision, a base station of the future needs to: integrate different RATs or (ii) enable 

interworking of stacks at various layers.   

The previous chapter 5 has shown, that in single-RAT case for uplink, limiting 

the quality evaluation of a real-time video stream to a set of baseline QoS metrics 

only, can lead to incomplete and inadequate understanding of the objective 

measures of the perceived quality at an end user side. Monitoring of throughput 

and delay levels, without evaluating other metrics like e.g. packets reordering and 

jitter at same time can lead to unacceptable QoE. The UL direction has been 

considered there, as it is the main case for video delivered by cameras present in 

autonomous cars or drones. While the latter two have recently became very 

important use-cases for applications in 4G, 5G and next generations of mobile 

networks. Efficient remote control based on so called “recognition tasks” requires 

an appropriate level of quality [276] in order to be able to perform operator tasks 

in a reliable way. Such scenarios may benefit when executed in networks 

equipped in any of the following features and capabilities: 

• MEC/LBO servers introduced close to data-plane/control-plane outputs from 

RAN, in order to bring video stream processing closer to the source of video 

feed, as well as deal with challenges of service mobility between access 

points (e.g. by an application context switching in MEC) 

• The use of multi-path transmission in UL, where alternative RATs (multi-

RAT, dual-connectivity) or operators can smoothly be activated to convey 

traffic captured from cameras, especially to mitigate risks of coverage or 

quality degradation  

• Dynamic management of workloads representing 5G (and beyond) network 

virtualized functions inside of edge servers, or the workloads dealing with the 

processing of traffic flows in order to assure optimal processing within a 

network slice 

• The use of task offloading between traffic sources and roadside units in order 

to minimise energy consumed by the node that originates the video stream or 

improve quality of image recognition and object tracking tasks. 

From the point of view of current trends present in wireless networks due to 

exponential growth in network densification, the availability of programmable 

network aggregation in the radio access, can be helpful in offloading non-priority 

data to non-cellular network. Although the LWA/LWIP mechanisms can only be 

utilised in downlink direction (due to lack of support for the UL), they offer 

standard-based solutions to let RRM mechanisms decide to decrease cellular 
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network load by offloading selected data bearers.  

The main challenge lies in designing appropriate decision-making agent that will 

trigger activation of so called split bearer when WiFi is available and difference 

between delay’s in both networks is in an acceptable region. Dealing with 

mobility of terminal under WiFi AP set is transparent to the controlling cellular 

AP, and same way when UE is under cellular network coverage, WiFi does not 

interfere with the decision. As the delay levels between the two networks should 

not be too high, author in this section focuses on the use of metrics that (i) either 

directly influence level of delays in the radio interface (SINR) or (ii) are heavily 

impacted by level of delays (QoE). 

6.2 ASSUMPTIONS FOR EXPERIMENT  

In this section the author focuses on the delivery of non-priority multimedia 

traffic in the downlink direction to users with multiple radio stacks in order to 

exploit optimal strategies for steering the traffic between access networks. The 

existing LTE and WiFi aggregation (LWA) mechanisms as defined by the 3GPP 

is supported only in the DL direction. The cellular AP can select to deliver data 

over LTE, LTE and WiFi or just WiFi or even dual connectivity (DC), which 

exploits synergy between 4G and 5G. The LWA is mainly designed to provide 

capacity to offload non-priority data over WiFi, and will be the more effective 

the lower the delays between LTE and WiFi AP. If this rule is not obeyed it can 

lead to degradation of performance due to “head of line blocking” of packets from 

the slower network segment (e.g. LTE or WiFi). Alternatively, the Multipath-

TCP (MPTCP) solution based on IP protocol can be especially efficient in the 

uplink direction, with the limitation of the TCP being the main protocol utilised 

in delivery of packets from UE to the far-end location. Typically, such a location 

resides somewhere in the wired network e.g. at the crisis management control 

room where various video streams are collected for improved situational 

awareness. All the above-mentioned options are considered in the diagram below. 

It is critical how to optimally exploit the RAN controller prototype to demonstrate 

how the enablement of such local control with a certain feedback loop (SINR or 

QoE) can improve the simple traffic steering based on measuring the 

instantaneous data rate. The main aspect of this section is to show the 

involvement towards coordination strategies amongst multiple RATs and 

integration of parametric control of higher MAC and upper layer network 

protocols. Activation of such option can provide significant improvement to 

admission control actions available to decision making algorithms. 
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Figure 79 The switching decision is executed within the radio stack i.e. at the PDCP layer, 

where traffic routing to a second stack (WiFi) is activated based on either the QoE-basis 

or based on the channel quality (SINR). 

Moreover, this chapter also evaluates and examines the possibility to take 

advantage of the fact of using interworking concepts such as lightweight Internet 

protocol (LWIP) and LTE-WLAN aggregation (LWA) while making the 

scheduling decisions. Such a solution would contribute to the software-defined 

networking (SDN) approach, where a multi-RAT aware scheduler adapts to 

dynamic channel conditions to provide robustness against severe real-time 

channel conditions. Finally, we provide comparative analysis of multi-RAT 

scenarios and evaluate the QoE performance of different scheduling algorithms 

with SINR based information centric LWA switching and QoE-aware LWA 

switching by using RANC. The conceptual input/output model of this section is 

presented in Figure 80.  

 

Figure 80 High level diagram of the chapter goal 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

180 

 

As it can be seen this chapter defines traffic-steering decisions with the utilization 

of both a) radio and b) QoE metrics to give more flexibility to the decision making 

strategy. The offloading to WiFi can be attributed to an admission decision where 

smart agent is capable of observing and learning the optimal decision upfront. 

Alternatively, the action of shifting certain connections to WiFi could as well be 

treated as reactive action in order to perform congestion control in case the current 

system load or level of selected connections quality is deteriorating.  

6.3 APPROACH 

This chapter firstly explores a prototype of a RAN controller (RANC) for a multi-

RAT environment and evaluates the performance of predicted QoE. The key 

contributions of the section are summarised as follows: 

• Firstly, a prototype of RANC in a multi-RAT environment was implemented 

and tested within the scope of an external testbed. The prototype of RANC 

can take over the decision by enabling LWA and LWIP in a multi-RAT 

environment that can be further communicated with the LTE MAC scheduler 

to enhance the efficiency of scheduling decisions. Additionally, possibilities 

of adopting a RANC from a 4G scheduler perspective to support single (LTE) 

or multiple (LTE and Wi-Fi) technologies were also evaluated. 

• Secondly, potential migration of the MAC scheduler from single RAT to 

multi-RAT technologies was verified and analysed together with the RANC 

requirements to understand the LWA and LWIP mechanism while 

identifying the potential issues for multi-RAT deployment for future wireless 

networks.  

• Finally, a comparative analysis of multi-RAT scenarios based on LWA and 

LWIP concepts are provided that will evaluate the performance of Round 

Robin scheduler in only LTE access network without RAN Controller 

(denoted as RR-LTE), the LTE access network only with Proportional Fair 

scheduler without RAN controller (denoted as PF-LTE), the SINR based 

information centric LWA switching from LTE to Wi-Fi using a RANC, and 

the QoE-aware LWA switching from LTE to Wi-Fi via RAN controller, 

respectively. 

6.4  SYSTEM MODEL 

This section considers a multi-RAT activation framework as a system model 

where a user coexist with two different RATs. As shown in Figure 81, the UE 

will collect the Quality of Service/Quality of Experience (QoS/QoE) Key 

Performance Indicators (KPIs). During experiments, signal to interference plus 

noise ratio (SINR) is considered as a QoS-like KPI and the Internet Protocol 

Television (IPTV) streaming quality parameters (video resolution, playback bit 

rate, frame rate, the packet loss frequency, and frame loss frequency) as a QoE 

based KPI. The aforementioned information is collected by the UE and sent to 
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the so-called specific monitoring agent called “testman server” (a dedicated 

instrumentation solution) through the evolved Node B (eNB) and it is stored in 

the database of the RANC entity. 

 

Figure 81 System Model 

The RANC retrieves this information from the database and evaluates according 

to the predicted objective function (predicted QoE). If the predicted QoE criteria 

is not satisfied, the RANC performs a LWA and LWIP mechanism between LTE 

and Wi-Fi to meet the predicted QoE. In the experiments, the criteria of activating 

LWA and LWIP mechanism is based on the SINR or the QoE measurements 

depending on the scenarios. The RANC for multi-RAT activation is implemented 

in Python, which performs the LWA and LWIP mechanisms between the LTE 

and Wi-Fi links. The RANC is composed of multiple applications for the network 

monitoring and management. The implemented RANC module is composed of 

several different RAN controller applications which will perform the 

functionalities of monitoring of SINR via testman client, CSV log of the 

monitored SINR for further data analysis and network management. In the 

proposed experimental validation, the LWA and LWIP mechanisms are executed 

based on the monitored SINR, monitoring of QoE influence factors of the IPTV 

transmission via MongoDB, QoE measurements of the IPTV transmission using 

QoE model presented in [283] . The traffic is steered between the LTE and Wi-Fi 

based on the monitored QoE KPIs of TUD experimental platform. 

6.5 MULTI-RAT ACTIVATION ALGORITHM THROUGH RAN 

CONTROLLER (RANC) 

In the section, it is assumed that a single slice is already accepted but its 

corresponding RAT is switched (tweaked), based on the collected QoS/QoE 

measurements information from the user and the traffic perspectives. The multi-

RAT activation through RANC should allow the user to receive services from 

different RATs based on the reported QoS/QoE measurement information to the 

RANC. At the beginning of the multi-RAT activation procedure, the application 

at the RANC will be collecting the QoS/QoE measurements information from the 

user. The RANC application will perform the SINR monitoring in real-time for 

the LTE link and it will also create a CSV log file of the measured SINR. Once 

the SINR information is available at the RANC it will perform LWA and LWIP 
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operation-based switching/splitting based on the real-time value of the SINR, 

e.g., if the SINR value is less than 10 dB, the RANC will perform an action to 

steer traffic to Wi-Fi link. On the other hand, the video streaming client at the UE 

is also monitoring the QoE KPI and sending the information to the MongoDB 

database and it is assumed that the database is available at RANC for collecting 

the measurement information. The RANC application of multi-RAT activation 

can perform the QoE monitoring in real-time by collecting updated QoE KPI’s 

from the MongoDB database. Similarly, the application can also generate local 

CSV log files of the measured QoE. 

 

Figure 82 The multi-RAT activation algorithm through RANC 

As shown in Figure 82, the switching of the RAT will only happen, if the 

measured QoS/QoE violated the given threshold. If the threshold of QoS, i.e., the 

measured SINR of the LTE link is violating a given threshold, it will switch to 

Wi-Fi link. However, if it is not violating the threshold, it will use the LTE link, 

and the MAC scheduler at eNB will schedule resources to the user. Similarly, in 

the case of QoE KPI of IPTV video streaming, if the actual QoE measurement is 

also violating a given threshold, it will switch from one RAT to another. In the 

traffic switching stage, if the traffic is steered to LTE link, then the eNB MAC 

scheduler will schedule resources to the user, otherwise Wi-Fi link will be used 

and the video streaming will be delivered to the user.  

To compute the QoE of IPTV streaming, we utilised the QoE Model proposed 

in [283] defined as follows: 

𝑄𝑜𝐸 = 1 + (𝑣1 −
𝑣1

1 + (𝐵𝑅
𝑣2
)
𝑣3
)𝑒𝑥𝑝 (−

𝑃𝐿𝐹

𝑣4
) (6-1) 

 

where v1 = 3.8, v2 = 4.9, v3 = 3.6, and v4 = 3.5 are the model coefficients while 

BR and PLF are the source coding rate of the video and the packet loss rate of the 

network, respectively. To validate the multi-RAT activation through RANC, we 
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have carried out an experiment with real HW testbed, by taking an advantage of 

link diversity (LTE or Wi-Fi) in the system. The system initiates the transmission 

using LTE under the continuous control from RAN. The RANC takes the 

responsibility of switching traffic between the links based on the SINR. In 

addition, one of the customized scheduling algorithms is configured in LTE to 

exploit fading conditions. 

The detailed implementation of the RANC module is composed of several 

applications and execute following functionalities: i) e.g., monitoring of SINR 

via dedicated “testman client” log file of the monitored SINR for further data 

analysis, ii) network management by enabling LWA and LWIP and switching 

based on the monitored SINR, iii) monitoring of QoE influence factors of the 

IPTV transmission via Mongo DB, iv) QoE measurements of the IPTV 

transmission using QoE model presented in [283], and the QoE-aware network 

management using LWA and LWIP enabling and steer traffic based on monitored 

QoE KPIs, respectively. The experimental validation of multi-RAT activation 

through RANC will be discussed in detail in the reminder of this chapter. 

6.6 FUNCTIONAL ARCHITECTURE OF MULTI-RAT 

ACTIVATION 

The proposed architecture follows the information-centric functional architecture 

for the network monitoring and management in the multi-RAT environment. The 

architecture is inspired by the work proposed in [284] where the probe installed 

at the UE terminal provides QoS/QoE KPIs to the controller to perform network 

management operations. The proposed architecture as shown in Figure 83, 

assumes that the probe on the UE will collect the QoS/QoE KPIs and deliver it to 

the RAN controller for the RAT activation decision. In the section, we consider 

SINR as QoS and IPTV streaming as a QoE KPI-s that will include video 

resolution, playback bitrate, frame rate and packet loss frequency/frame loss 

frequency. The aforementioned information is collected by the UE probe and 

stored in the database that is accessible by the RANC on regular time intervals 

e.g., the UE sends the collected information after every 1 second to the database. 

The RANC accesses this information from the database and evaluates according 

to the objective function. If the objective function criteria are not satisfied, the 

controller performs LWA and LWIP procedures between the LTE and Wi-Fi to 

meet the objective criteria. Moreover, the customized LTE MAC scheduler is a 

part of the experiments which run in all the scenarios. The following information 

is being exchanged among the modules which is shown in Figure 83 and the 

functionality of each step is described as follows:  

1. Feedback from the UE: The UE probe sends the QoE related KPIs to the 

database.  
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Figure 83 Functional Architecture of Multi-RAT Activation Through RANC. 

2. Retrieval of KPIs: The RAN controller retrieves the QoE related KPIs from 

the database.  

3. Control Operation: The RAN controller performs the control action based on 

the measurement criteria. 

4. Acknowledgement from the base station after performing control action. 

5. Acknowledgment from controller to the database that control action has been 

performed.  

6. Acknowledgment from the database to the UE that control action has been 

performed. 

The flow diagram of exchanging the messages is visualized in the Figure 84 

 

Figure 84 Sequence flow diagram for RAN controller based LWA/LWIP switching 

The service considered here is the IPTV video transmission as a use case and is 

validated in the later sections.  
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6.7 CUSTOMISED LTE SCHEDULING FOR MULTI-RAT 

TESTBED 

Scheduling in LTE mainly revolves around resource allocation type. Resource 

allocation type defines the pattern in which resources should be allocated for each 

transmission. Moreover, it also specifies the flexibility of resource block 

allocation. In LTE, different resource allocation types have been defined where 

each of the resource allocation type uses a predefined procedure. In this regard, 

three different allocation types in LTE are proposed, namely resource allocation 

type 0, 1, 2. In this chapter, we use Resource allocation type 0 as it is the simplest 

of all and generalises most of the use-cases in LTE. Resource Allocation Type 0: 

Resource allocation type 0 divides the resource blocks into multiple resource 

groups, called resource block group (RBG). The number of resource blocks in a 

RBG varies depending on the system bandwidth. The Table 36 shows the 

relationship between resource block group size (RBS) and system bandwidth. 

Table 36 System bandwidth vs RBG size for LTE systems 

System 

Bandwidth 

(MHz) 
RBG size 

1.4 1 

3 2 

5 2 

10 3 

20 4 

 

Resource Allocation type 0 allocates the resources using a bitmap and each bit 

represents one RBG. The allocation granularity is RBG, i.e., the minimum 

resource that is allocated to any user is one RBG.  In this regard, we propose two 

customised functions in the scheduling block in LTE-MAC, namely interleaving 

and localized. In the conventional Round Robin schedulers, as indicated in the 

Figure 85, static allocation is considered and so the localised RBGs are allocated. 
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Figure 85 Conventional Round Robin Scheduling Approach 

In Figure 86, the localized RBG allocation is about scheduling contiguous RBGs 

in a sub-band. Unlike interleaving RBG allocation, the localized RBG allocation 

spans only a portion of the system bandwidth. The adjacent RBG allocation size 

depends on system designer, and it can be varied depending on the requirements.  

 

Figure 86 Customized Scheduling with Localized Approach 

The interleaving RBG allocation, as shown in Figure 87,  allows the use of entire 

bandwidth by allocating RBGs across the entire system bandwidth. Through 

interleaving RBG, frequency diversity can be achieved in highly frequency 

selective channels. The utilization of resources is considered equal in all 

allocation strategies, thus, making it a fair comparison.  

 

Figure 87 Customized Scheduling Approach with Interleaving Approach 

6.8 EXPERIMENTAL VALIDATION 

In this section, the details of the validation of multi-RAT activation through 

RANC are presented.  
 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

187 

 

 

Figure 88 Experiment design of intelligent switching in multi-RAT 

The experiments are performed by setting a number of runs to 5 per scenario. In 

the experiments, we use a two-minute video sequence of Big Buck Bunny which 

is encoded in H.264 having HD 1080p resolution and 30 frames per second frame 

rate. The IPTV streaming based on UDP protocol is started from the media server 

to the media client over the air interface – which means that video is delivered in 

downlink. For all the experiments, we have utilized Additive White Gaussian 

Noise (AWGN) at frequency 2 GHz with the 2 dBm output power and 10 M 

samples/s generated by the interferer setup. The generated noise by the interferer 

is coupled with the LTE link in the testbed setup by combiner in the downlink 

direction. The generated noise by the interferer varies the SINR in the range 12-

14 dBs at the LTE link. For the RAN controller-based scenarios to monitor the 

QoE and SINR, the monitoring frequency of the probe is kept to 1 Hz (1 second 

sampling interval) in all the runs. For the LTE link, we consider Round Robin 

and Proportional Fair schedulers at the MAC layer. 

The SINR is made available at the RANC through a testmen server that 

enables sending the SINR value to testmen client, as shown in Figure 88. In order 

to leverage the multi-RAT testbed, intelligent RAN switching can be a viable 

design for evaluation in the testbed. Because of the reconfigurable hardware used 

in the experiment, such implementations can be performed in a software 
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environment where the RANC performs actions based on information sharing 

with the scheduler. Moreover, we have also conducted another experiment in a 

multi-RAT environment based on the selecting the modulation and coding 

scheme (MCS) based on the channel quality indicator (CQI) of LTE links. 

6.9 SCENARIO1: INTELLIGENT RAN SWITCHING BETWEEN 

LTE AND WIFI 

6.9.1 Experiment Aim 

In this experiment, we aim to design a setup where RAN controller switches 

between LTE and WiFi based on the radio conditions in operating frequency 

bands. 

6.9.2 Experiment Details 

The experiment is about taking advantage of link diversity (LTE or WiFi) in the 

system. The system initiates transmission using LTE under the continuous control 

from RAN. RAN controller takes the responsibility of switching between the 

links based on the signal to interference plus noise ratio (SINR). In addition, one 

of the customized scheduling algorithms is configured in LTE to exploit fading 

conditions. The SINR is made available at RAN controller through testmen server 

that enables sending the SINR value to testmen client, as shown in Figure 89. 

 

Figure 89 Experiment Design of Intelligent switching in multiRAT framework 

The main motivation behind designing this experiment is that the underlying 

testbed does not support simultaneous activation of both LTE and WiFi links. In 

order to leverage multi-RAT testbed, intelligent RAN switching can be a viable 

design  to evaluate testbed. Because of reconfigurable hardware used, such 

implementations can be performed in software environment where RAN 

controller perform actions based on information sharing with scheduler. 
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6.10 SCENARIO2: SELECTING MODULATION AND CODING 

BASED ON LINK QUALITY 

6.10.1 Experiment Aim 

Another experiment we can conceive is the selection of a modulation coding 

scheme (MCS) for LTE based on channel quality indicator (CQI). 

 

Figure 90 Experiment Design of Selecting MCS based on CQI 

6.10.2 Experimental Detail 

The main motivation behind this experiment is that there is only one UE available 

in testbed setup, which rules out the possibility of multiple access. Moreover, 

scheduling of radio resources is only available over LTE interface. We can see in 

Figure 90 that red dotted lines encircled the MAC and scheduler involves the core 

operation in this experiment design. The LTE scheduler decides upon MCS based 

on channel quality indicator (CQI) sent by the UE. The plan is to create a dynamic 

setup wherever changing environment conditions enable the system to adapt to 

real channel conditions. Such dynamic channel conditions can be due to the 

introduction of interference in experimental setup. As a result, SINR can be made 

variable. The main essence of the setup is to conceive total control over resource 

allocation that impacts directly on MCS selection. Such changes are not 

applicable for the WiFi available in the TUD testbed (i.e. the non-802.11ax access 

points). Further extension of the TUD testbed should seriously consider its 

capabilities to also cover the up to date WiFi6 APs. This way a more relevant 

scheduling of resources in both networks could take place. 
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Figure 91 Overview of the experiment Setup 

6.11 DEPLOYMENT OF THE IMPLEMENTED MODULES 

For the experiments, as shown in Figure 91 the media server is implemented 

within the Win7 Host PC connected to the eNB PXI controller whereas the media 

client is made at the Win7 Host PC connected to the UE PXI controller. The RAN 

controller modules and the database for the QoE related information exchange 

are implemented inside the Ubuntu PC. In order to exploit the multi-RAT use 

case of the testbed, we intend to add noise to the LTE link so that RANC can 

trigger automatic switching to Wi-Fi link based on the SINR and QoE 

measurements. For the addition of the noise, we implemented the noise generator 

using LabVIEW. The noise generator output is combined with the transmission 

of LTE link using the combiner in the cabling setup to add noise in the LTE 

downlink channel. The experiment utilises the NS3 in the TAP bridge 

configuration which means that external traffic is forwarded to the NS3. 

Therefore, two packet forwarding scripts are used at PXI controllers: first at eNB 

PXI controller for forwarding the media traffic from media server into the NS3 

TAP bridge and second at UE PXI controller to forward the media traffic from 

the NS3 TAP bridge to media client. All the implemented modules are deployed 

successfully in the testbed except the scheduler module. Though the customised 

scheduler module works fine in the standalone locally installed NI NS3 

(simulation mode of NS3 with SDR) but the deployment of the scheduler module 

into testbed encountered problems using the real physical layer provided by NI 

LTE Application Framework. Consequently, we have performed the evaluation 

of the customised scheduler in the standalone NI NS3 which was locally installed.   



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

191 

 

6.12 EXPERIMENT EXECUTION PROCESS 

This section describes the execution process of the proposed experiments. The 

execution of the experiment followed nine steps in total including the one offline 

step of data analysis of the collected QoE KPIs from the experiments to acquire 

results. The process of the experiment execution has following steps:  

• Step 1: For each scenario, the first step of experiment execution involves 

starting of the 802.11 Application Framework (needed for Wi-Fi/LWA) 

and the UE NS3 instance using NI LTE and 802.11 Application 

Frameworks (AFW). This is performed by compiling the NI NS3 

configuration code on the UE controller followed by starting the 

transmitter and receiver at UE side.  

• Step 2: The second step in the experiment execution involves the 

compilation of the NI NS3 configuration code at eNB followed by the 

initiation of the transmitter and receiver at eNB side  

• Step 3: Once the eNB and UE instances start working, the noise generator 

at the interferer side is configured and initiated to degrade the LTE 

channel quality of our use case scenario.  

• Step 4: The media server implemented via VLC is configured for the 

IPTV video transmission. In this process, a video file is added in the 

media server for the UDP legacy IPTV streaming which sends the video 

stream to the eNB PXI controller.  

• Step 5: In order to forward the video streaming in the NS3 from the media 

server, video streaming forwarding scripts are used at PXI controller. The 

forwarding script transfers IPTV video packets to the NS3 TAP bridge 

which then passes through the NS3 and then over the air interface 

towards the UE side.  

• Step 6: The video forwarding script at UE PXI controller is initiated to 

forward the video traffic from NS3 TAP bridge at UE to Win7 host PC 

host where the media client is running.  

• Step 7: Depending on the scenario, the RAN controller instance is started. 

In case of SINR based LWA switching, SINR based RAN controller 

application is started while in case of the QoE based LWA switching, 

QoE based RAN controller application is started. In case of only LTE 

link (baseline case with LWA enabled switching) RAN controller is not 

initiated.  

• Step 8: The media client at the Win7 host PC attached to the UE side is 

started for the IPTV media streaming. Once the media client is started, 

the UE client side probe implemented in the media client starts sending 

the QoE KPIs to the database available to the controller.  

• Step 9: The data analysis step is performed offline. In this step, the data 

regarding QoE KPIs for all the scenarios is analysed to acquire the final 

results. 
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The IPTV media streaming was implemented via VLC in Python language. In the 

current implementation, the media client receives the stream from the media 

server. The user-end probe implemented at the client side collects the QoE KPIs. 

The IPTV media streaming module is composed of Media Server and Client. In 

the Media Server the Media files are placed in the media server which will 

broadcast the IPTV transmission using UDP legacy protocol at the network 

transport layer. Moreover, the Media Client will perform the IPTV media 

streaming from the media streaming server over UDP protocol. It will also collect 

the media streaming session information (QoE KPI) via passive user-end probe 

for QoE monitoring. Additionally, it will also store the QoE KPI in the database 

on the regular intervals based on the monitoring frequency. The Media Client 

generated CSV logs of the monitored QoE KPI’s for further analysis. 

6.13 RESULTS  

This section provides a discussion on the achieved results from the proposed 

experiments. The results provide comparative analysis of multi-RAT scenarios 

where the LWA based switching is performed by the RANC in case of LTE 

channel degradation. We have compared the results for different network 

scenarios.  

• Round Robin scheduler in only LTE access network without RAN 

Controller which is represented as RR-LTE. 

• The LTE access network only with Proportional Fair scheduler without 

RAN controller. This scenario is represented as PF-LTE. The SINR 

based information centric LWA switching from LTE to Wi-Fi using a 

RANC. 

• This is a multi-RAT scenario which is represented as SINR-RANC. The 

QoE-aware LWA switching from LTE to Wi-Fi via RAN controller.  

• This scenario is a multi-RAT use case where QoE information is shared 

from UE to the RAN controller. In the results, this scenario is represented 

as QoE-RANC. 

 Figure 92 represents the mean predicted QoE (averaged over the number of runs) 

over epoch time. For the LTE access network only (RR-LTE and PF-LTE), in the 

case of the noisy channel, it is visible that IPTV streaming quality varies abruptly 

The high level of QoE variations in RR-LTE and PF-LTE are due to the frequent 

occurrence of the packet loss events in the noisy channel. As the QoE model for 

QoE prediction highly depends on the packet loss frequency, the delivered QoE 

in the RR-LTE and PF-LTE scenarios fluctuates throughout the streaming 

session. The use of the proposed SINR-RANC and QOE-RANC algorithms on 

top of the RAN controller allows keeping the quality of video as priority by 

switching the video smoothly at the PDCP layer to the WiFi for offloading. 
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Figure 92 Predicted QoE (MOS) over Epoch Time (s) for each scenario. 

While in case of multi-RAT with RAN controller (SINR-RANC and QoE-

RANC) once the predicted QoE goes below 4, the RAN controller switches from 

LTE to WiFi to improve the delivered QoE. In the SINR-RANC and QoE-RANC 

scenario, the QoE degradation can be noticed until 15s epoch time7, after which 

the RAN controller triggered LWA switch from LTE to WiFi link leading to the 

significant improvement in the delivered QoE of IPTV streaming. Moreover, the 

slight degradation in the delivered QoE in SINR-RANC and QoE-RANC 

scenarios can be observed when switching to WiFi link. This is due to the packet 

loss events however it can be noticed that the probability of the packet loss event 

is very low in the SINR-RANC and QoE-RANC scenarios as compared to the 

RR-LTE and PF-LTE scenarios. 

 

Figure 93 provides a comparison of the four scenarios in terms of accumulated 

average delivered QoE for all experiments run in all scenarios. Mean Opinion 

Score (MOS) is a QoE metric for multimedia (video and audio) traffic ranging 

from 1 (bad) to 5 (excellent). The mean delivered QoE in case of SINR-RANC 

and QoE-RANC is higher 4.5 MOS while in case of RR-LTE and PF-LTE lower 

mean QoE is delivered. The higher delivered QoE is the multi-RAT depicts the 

effectiveness of the information centric RANC, to trigger the LWA based 

switching between LTE and WiFi. Both for the SINR-RANC and the QoE-RANC 

it can be observed that it is delivering almost the same mean QoE for IPTV 

 
7 Note that this delay includes the total delay from UE reporting to the triggering of 

LWA which includes delay from UE to controller for sending measurements, delay from 

controller to the testmen server for sending the control signals, delay for enabling LWA 

switch from LTE to WiFi and delay for the forwarding scripts  
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streaming. This is due to the reason that once the traffic is switched to the Wi-Fi 

link the channel condition remains the same for both scenarios. Moreover, the 

time taken by the RANC to enable LWA switching from LTE to Wi-Fi in both 

cases is about the same. 

Figure 94 shows the histogram plot of the delivered QoE in all scenarios. The 

histogram plot for RR-LTE and PF-LTE highlights that the delivered QoE is most 

frequently in the range of 3.5 and 4.0 MOS respectively.  

 

Figure 93 Accumulated average predicted QoE for each scenario. 

The spread of the QoE histogram plot for RR-LTE and PF-LTE scenarios shows 

that the QoE is not ensured in these scenarios and QoE varies from 1.5-4.6 and 

3.0-4.75 MOS respectively. Whereas in SINR-RANC and QoE-RANC, the 

higher QoE is delivered most often which shows that RAN control usage with the 

multi-RAT enabling technology ensures the delivered QoE to the user in case of 

the bad channel conditions. Furthermore, the spread of the histogram for SINR-

RANC and QoE-RANC varies from 2.5-4.6 and 3.4-4.8 MOS respectively. 

According to the study in [283], the frequent changes in delivered quality of the 

video streaming leads to lower user perceived quality. Therefore, among all the 

scenarios the QoE-RANC approach outperforms others in terms of the QoE 

maximisation as the QoE-RANC approach delivers higher QoE with less 

variance. 
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Figure 94 Histogram plot of predicted QoE (MOS) in each scenario. 

6.14 SUMMARY  

In this chapter a prototype solution has been built to test the advantages of a multi-

RAT environment controlled by LWA and LWIP mechanisms and the 

corresponding experiments have been performed. To implement the switching 

from the two radio access technologies selected, LTE and Wi-Fi, a RANC 

controller module has been integrated. These experiments clearly show the 

advantages of the use of LWA and LWIP.  
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7 5G ORAN WORKLOAD PREDICTION TO SUPPORT 

CAC ALGORITHMS 

7.1 INTRODUCTION 

This chapter introduces the importance of the workload prediction for virtualized 

radio access network (RAN) deployment in the edge micro data centre (EMDC). 

To predict the workload, several machine learning algorithms are evaluated in 

terms of central processing unit (CPU) usage from the Kubernetes cluster while 

deploying the vRAN components (i.e., radio unit, distributed unit, and centralised 

unit) in the EMDC. In addition, the prediction results were validated by using 

data collected from an experimental testbed.  As already indicated in the chapter 

2, none of the above-mentioned research indicates the workload prediction of 

vRAN in the EMDC which represent an emerging trend of AI/ML capable edge 

servers. In this chapter, the author shows the importance of workload prediction 

of 5G disaggregated vRAN in EMDC. The main contributions are listed as 

follows:  

• Firstly, a novel system model is proposed for the workload prediction and 

CPU usage forecasting mechanism in an EMDC architecture.  

• Secondly, several ML algorithms for CPU usage prediction are proposed in 

EMDC architecture based on Long Short-Term Memory Neural Network 

(LSTM), Auto Regressive Integrated Moving Average (ARIMA), and 

interpretable time series forecasting (N-BEATS) in combination with 

collecting the data from a real testbed. 

• Moreover, a reference comparison of accuracy of prediction is made against 

legacy regressors (section 7.6). 

The ML-based workload placement process, as introduced by the author in Figure 

95, will collect the data of interest from a specific application (workload) running 

over the EMDC platform. The ML-based framework will learn the task 

computation workloads e.g., CPU cycles per bit which can be available from 

offline measurement that can be in-prior collected by the telemetry framework. 

The collected data will be compressed and stored for training the ML model and 

from the trained model the framework will take an optimal decision to offload the 

workload, e.g., which tasks should be offloaded through the connectivity of 5G 

vRAN for the downlink streaming and/or which tasks should be similarly 

offloaded through the connectivity of 5G vRAN to which EMDC (if multiple 

EMDC is available) within the architecture. The ML optimization tools and 

techniques available at the EMDC edge servers, will support training of the 

learning model based on the application-specific data and provide an optimal 

decision by maximising or minimising and analysing the KPI’s as a reward of the 

training model. The EMDC HW solutions are robust enough to support the 

requirements of URLLC applications but whenever such low latency is not 

required, it might be worth optimising workloads at the cloud level to save local 
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computing resources and process higher volumes of data in a single location. Here 

an example could be to port selected workload into could due to lower cost of 

computing there, or only in certain conditions of the environment. 

 

Figure 95 ML learning-based workload prediction and placement process for the EMDC 

architecture 

The common denominators are the data-driven nature, learning-based operation, 

cross-layered approach (to deconflict optimization directions), etc. The Figure 95 

shows the evolution in the way such mechanisms should be designed and cross-

dependencies between them should be considered. Nevertheless, the utmost 

importance for attaining is the high energy efficiency and energy consumption 

minimization - which should be always be priority for the future proof network 

designs. The particular AI/ML solutions used to augment (amend) selectively 

radio protocols of B5G, which have been so far identified in the prior state-of-art, 

has been highlighted in the chapter 2. 
 

7.2 SYSTEM MODEL AND PROBLEM DEFINITION 

Figure 96 shows the proposed system model of workload prediction. At the first 

step, the metrics which will be used for the prediction algorithm are collected 

from the 5G Open RAN radio stack gNB network function and they are delivered 

with internal EMDC messaging to the Resource Manager (RM) entity. A 

predictive technique is defined as a statistical model that can be applied to known 

data of a given phenomenon to estimate future metric evolution [285]. In this 

work, the RM utilises this data to feed arbitrary prediction techniques based on 

several ML algorithms such as ARIMA [286], LSTM [212], and N-BEATS 

[287], with proper inputs that allow characterization of the virtualized gNB 

operation regarding its demand for computing resources of the EMDC. 
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Figure 96 System model for workload prediction 

The optimization problem in the figure is considered as a CPU usage forecasting 

which can predict the future metric of the underlying RAN. However, the 

optimizer block in the proposed system can be further extended for optimizing 

the key performance indicators (KPIs). Such KPIs can be considered as an 

optimization objective building block and prediction of the parameters for 

defined problems can be solved at the prediction building block and the decision 

can be delivered at the optimizer for the underlying RAN. The workload 

forecasting steps are described as follows: firstly, the metrics are collected from 

the 4G/5G Open RAN radio stack gNB network function and they are delivered 

using a data bus of EMDC to the Resource Manager (RM) entity. Secondly, the 

RM utilizes this data to feed arbitrary prediction algorithms (mainly based on 

model-free approaches) available inside of the prediction block, with proper 

inputs that allow characterization of the virtualized gNB operation regarding its 

demand for computing resources of the EMDC. Finally, the CPU usage metric 

from the Kubernetes cluster is considered for the prediction techniques to forecast 

the vRAN workload. The detailed procedure of the prediction technique is briefly 

discussed in the next section. 

7.3 PREDICTION AND OPTIMIZATION ALGORITHMS 

Time series forecasting is used for predicting the future events based on current 

and past data value. As shown in the chapter 2 there are many different types of 

time-series forecasting models, each with its own strengths and weaknesses. Our 

problem of predicting CPU usage can be described as a univariate time series 

point forecasting task, which is characterized as a ML problem. Applications of 
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time-series (TS) forecasting either aim to predict future behaviour such as 

seasonality and trends or to detect anomalies. Working with a resource workload 

key focus is on seasonality and anomalies. In this section, both classical statistical 

time series models and deep learning models are considered in order to evaluate 

the performance of workload prediction of vRAN. For classical time series 

models, ARIMA is used. In case of deep learning models, the LSTM, and N-

BEATS are considered. In the following subsection, we briefly describe these 

models with their characteristics. 

7.3.1 ARIMA 

ARIMA is actually a time series model which predicts future events or points in 

the series based on its own past values combined from its own lags and lagged 

forecast errors. For this model, a ML model is implemented which predicts value 

based on its own past trained value.  

The ARIMA model comprises three parameters (p, d, q) which are described in 

the remained of this sub-section. Autoregressive, AR(p) part of the model 

describes the linear dependencies between target variable (e.g., CPU usage for 

this ) and its lagged (previous) observations, where lag is set by parameter p and 

can be written as 

𝑌𝑡 = 𝜙0 +∑𝜙`𝑖𝑌𝑡−𝑖 + 𝜖𝑡

𝑃

𝑖=1

 
(7-1) 

 

where ϕ0 is a constant term, ϕi are autoregressive coefficients, and ϵt ∼ N(0, σ2) is 

the error term (σ is a variance based on the error). Next part of the ARIMA model 

is the integrated process I(d). Target processes can be affected by cumulative 

effects of some processes and to eliminate non-constant trend and seasonality 

differencing is used with parameter d, which describes the order of differentiation 

of the time series. Moving average MA(q) is part of the ARIMA model which 

describes dependency between an observation and the residual errors resulting 

from the application of a moving average model to lagged observations and can 

be described as  

 

𝑌𝑡 = 𝜃0 +∑𝜃𝑖𝑌𝑡−𝑖 +𝜔𝑡

𝑞

𝑖=1

 
(7-2) 

 

where θ0 is constant term, θi are moving average parameters and ωt ∼ N(0, σ2) is 

the error term. Since ARIMA model comprises AR(p) and MA(q) components, 

the model can be defined as 

𝑌𝑡 = 𝜙0 +∑𝜙𝑖𝑌𝑡−𝑖 + 𝜖𝑡 + 𝜃0 +∑𝜃𝑖𝑌𝑡−𝑖 + 𝜔𝑡

𝑞

𝑖=1

𝑃

𝑖=1

 
(7-3) 
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7.3.2 LSTM 

LSTM is a special architecture of recurrent neural network (RNN) designed for 

modelling long-term dependencies of sequences. In the standard architecture of 

LSTM networks, there is an input layer, a recurrent LSTM layer and an output 

layer. The input layer is connected to the LSTM layer. The recurrent connections 

in the LSTM layer are directly from the cell output units to the cell input units, 

input gates, output gates and forget gates. The cell output units are connected to 

the output layer of the network. Using LSTM, time series forecasting models can 

predict future values (e.g., CPU usage) based on previous, and sequential data. In 

this section, the LSTM model is used to evaluate the vRAN workload prediction. 

The mathematical modelling of LSTM is explained in (Flizikowski et al., 2022).  

7.3.3 N-BEATS  

N-BEATS is a deep neural architecture based on backward and forward residual 

links and a very deep stack of fully connected layers. The general idea is 

flattening multivariate time series data to one dimension data (e.g., CPU usage) 

with a stack of blocks of fully connected layers. The model comprises a sequence 

of stacks, while each stack is a combination of multiple blocks, which connect 

feedforward networks via forecast and back cast links. 

7.4 EXPERIMENTAL SCENARIOS AND RESULT ANALYSIS 

The EMDC architecture allows inclusion of semantic description of use cases. 

Moreover, various policies can be defined for EMDC node operation under 

changing context of execution. This way certain steps will be taken for the design 

of the EMDC to assure the following targets: (i) use case providers together with 

vRAN developers will co-design a purpose-build, higher level KPIs, aggregating 

detailed characterization and traffic flow of use cases, (ii) to capture cross-

dependencies between space/time dimensions of a use case at the level of 

networking infrastructure.  

Designing vRAN deployment for AI/ML empowered edge will consider 

capabilities for intertwining the slice design (network and service descriptors) 

with the EMDC semantic descriptors and especially service (use case) ontology. 

Slice design represents the process of adjusting vRAN configuration to the needs 

of a use case (traffic profile). The use cases’ semantic description will be 

capturing traffic flows/demands/statistics with the indication of service 

requirements for successful service level agreements (SLAs) and where/when 

data can be accommodated by the network (in which cases, for which hardware, 

for which scenarios, etc). Statistical models of the traffic (and variants thereof) 

should be able to be built and provided to the orchestrator (backed-up by 

workload predictor / resource manager blocks). Modelling cross relations 

between workloads (e.g. an EMDC use case components vs vRAN SW 

components) will be performed in the integration stage, by considering optimal 
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alignment of multiple layers, such as semantic models of use cases as well as the 

network infrastructure (application/security/resource) oriented, policy-based 

network management mechanism and policy unification, and AI/ML models 

meta-descriptions with workflow descriptions.  

The EMDC is expected to provide various levels of maturity for vRAN 

deployment to handle data at scale. The initial deployment considers the 

following steps: (i) vRAN is provided as container-based Kubernetes cluster 

including: core network, centralised unit (CU), distributed unit (DU), and 

physical layer; (ii) at this stage, the “baseline approach” for data handling will be 

prepared and the mechanisms for resource management will mainly be 

configured during the integration stage to suit the use case characteristics. The 

next stage deployment will follow a dedicated set of implementation steps to 

match with the proposed “extended approaches” for data handling. The following 

features for the implementation will be considered; (i) vRAN orchestration and 

resource management demand to have access to a semantic description of a use 

case; (ii) there should be KPIs/metrics together with rules that regulate their 

relation to underlying infrastructure of use case including sensors/actuators and 

network requirements; (iii) assurance of security requirements for a use case to 

highlight not only performance but the relation of performance and security goals 

(and trade-offs) of a use case depending on the completeness and shape of the 

ontologies of use cases. An important aspect and the foreseen outcome of the 

smooth integration between 5G vRAN and EMDC would be flexibility of 

disaggregated workload placement for the vRAN.  

However, in order to monitor the decision-making process and handling the 

applications, a data collection framework needs to be designed. In the following 

section, a data collection framework implemented in a local test bed is presented. 

A practical deployment framework is considered which demonstrates 5G vRAN 

components deployed as the Kubernetes pods in the EMDC. In order to provide 

access to a comprehensive set of metrics of 5G vRAN, a framework based on 

Prometheus [289] exporters, Grafana [290] for visualisation and InfluxDB are 

utilised.  
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Figure 97 Data Collection Framework 

With such instrumentation it is possible to accurately profile resource 

consumption of both (i) computing and (ii) radio metrics. Based on such profiling 

various AI/ML models (e.g., ARIMA, LSTM, and N-BEATS) can be trained in 

order to be able to predict resource demand. The details of this demonstration are 

described in [291]. In our experiment, the scenario model consisted of 6902 

observations made each second, which is almost 2 hours of CPU usage from 

vRAN.  

Figure 97 shows a data collection framework which demonstrates practical 

deployment of a 5G vRAN as the Kubernetes workload in the edge server 

represented by two legacy computers (desktop PCs). The mobile network is a 

full-featured 5G packaged into SW components according to the functional splits 

defined by 3GPP. Besides the general-purpose computers, the only specialised 

HW is the radio head device represented by the USRP node. The radio stack 

software (vRAN) is split into the RU, DU, CU and core components. The RU, 

DU and CU are hosting the following functions the PHY-Low (RU), PHY-High 

(DU), MAC (DU), RLC (DU), PDCP protocol layer (CU). The lower down the 

radio stack towards the PHY layer (RU), the tighter are requirements for 

interfaces’ latency and throughput. Owing to above mentioned architecture an 

important benefit is the flexible control in migrating or scaling selected vRAN 

SW components along the edge-cloud continuum.  

Such scaling and migration features are identified in the 3GPP specs defining 

slicing mechanism (3GPP SA5 with TS28.531, TS28.526; ETSI GS ZSM with 

ZSM003). All the yellow boxes in figure 2, except for RU, can be subject to 

placement in various partitions of the access and metro network, assuming the 

required throughput/latency requirements are met. In order to provide access to a 

comprehensive set of metrics of 5G vRAN a framework based on Prometheus 

exporters, Grafana for visualisation and InfluxDB are utilised. With such 
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instrumentation it is possible to properly profile  resource consumption of both 

(i) computing and (ii) radio metrics. Based on such profiling various AI/ML 

models can be trained to predict resource demand (e.g. CPU consumption, 

memory, throughput, etc) based on the observed user traffic evolution in time. 

The collected metrics are 5G vRAN performance measurements on uplink and 

downlink and resources consumption observation. 

7.5 DATA USAGE FOR WORKLOAD SCHEDULING IN EMDC  

To support data handling in such edge networks where high level of flexibility of 

load placement and migration are essential, vRAN profiling sessions were 

executed. During such profiling sessions key focus was mainly on the CPU usage, 

depending on the number of users. In the Figure 98 the 5G DU CPU consumption 

for the period of 2 hours is presented. This scenario was used to train the long 

short term memory (LSTM) model to forecast CPU consumption. The top figure 

presents the DU unit CPU metric evolution in time. The time duration of a session 

is 2 hours. It can be seen that variation of CPU is relatively high at times and can 

reach beyond the 100 percent in case 2 UEs are actively using the YouTube 

sessions. The bottom plot on the other hand demonstrates the time evolution of 

2-minute CPU readings when the CPU usage is evolving towards exceeding the 

maximum thresholds. Owing to KPI metrics time evolution it is possible to apply 

AI/ML models like LSTM, ARIMA (transfer learning), N-Beats [212] [286] 

[287] or similar to build prediction models. With such prediction models it is then 

possible to properly scale vRAN resources depending on the user’s traffic 

envelope changes. In our case scaling is considering the horizontal scaling of CU 

between edge servers. This way PDCP related, encryption based PDU processing 

can become more adapted to traffic changes according to a typical tidal effect 

(e.g. traffic volume changes during day or week). 
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Figure 98 Data Usage for Workload Scheduling 

This scenario observed several metrics such as throughput, primary resource 

block (PRBs), UEs connection, sending and receiving data etc. Different size data 

pictures were send via email for transmitting purposes and also ran different 

quality Youtube videos ranging from 720p to 1440p for receiving purposes. As a 

result, the dataset from running the vRAN in this experimental setup was 

obtained. Obtained dataset was split to train and validation in 80:20 ratio, thus 

train data comprised 96 minutes of observation and for validation there was 24 

minutes observation of CPU usage. For this experiment, a 5G network deployed 

on the EMDC was used which consists of servers on different network 

configurations. 

In the EMDC, the centralised unit (CU) and distributed unit (DU) can be deployed 

as VNF on one server with Kubernetes cluster and radio unit (RU) connected as 

USRP (i.e. RF front end) on another server, where a physical layer is deployed as 

Docker Swarm [292]. A commercial UE was considered to establish connectivity 

for data sending and receiving. Based on the collected data, several ML models 

for workload prediction were built and results described in the following sections.  

In this section, performance of the proposed ML-based workload prediction 

algorithms was evaluated by collecting the data from the experimental setup. All 

results were generated by using the PyTorch library in Python [292] where ML-

based models are trained and tested based on the data collected from the real-time 

test scenarios running in the testbed. 

In what follows author describes the modelling process of the ARIMA. Firstly, 

obtained data from the experiment were tested on auto correlation and stationarity 
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to train the ARIMA model. 
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Figure 99 CPU workload prediction for proposed ML models 

Applying Dickey-Fuller test [293] to the data, author concludes that our series is 

stationary, thus order of differencing is set to d = 0. For the ARIMA model, the 

autoregressive parameter p and moving average q as 2 and 20 were selected. As 

a result an ARIMA model with parameters (2, 0, 10) was obtained and it was 

trained on the training dataset. On each step the model was trained with 20 

historical observations and then trained models predicted future CPU usage. At 

the same time weights of the trained model were adjusted based on current 

observations. In other words, transfer learning of the ARIMA model is an 

iterative process in which the model is retrained after prediction. Figure 99a  

presents the prediction on validation dataset of CPU utilisation by vRAN. With 

transfer learning approach performance of the model is much better than 

predictions based on the model without retraining. 

The advantages of LSTM over recurrent neural networks (RNN) is the ability to 

“forget” or to “take into account” long-term dependencies. For training the LSTM 

model dataset was processed with a sliding window technique where the window 

was set to 151 records (2.5 minutes). After the transformation, the train dataset 

had 6599 windows with 151 records each and the validation dataset transformed 

to 1381 windows with the same number of observations. Before training initial 

weights of the model were provided with uniform distribution U[−0.08,0.08]. For 

this modelling, the hyper parameter values are as follows: epoch to 600, learning 

rate to 0.03, hidden states to 55, recurrent layer to 1, and dropout to 0.1. Figure 

99b shows the workload prediction for LSTM models. Performance of the LSTM 

model is quite lower than the ARIMA model with transfer learning, but the LSTM 
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model has advantage in application and deployment on the EMDC and it does not 

require additional computation resources in comparison with transfer learning 

with ARIMA. To train this model a multivariate time series data were used, which 

in addition to CPU usage parameter comprises number of connected user 

equipment (UEs) presented as categorical variables. In the first stage of N-

BEATS training “vanilla” model was trained to find optimal initial learning rate. 

From the test it was obtained that initial learning rate equals 21·10−E04. For other 

hyper parameters, the values are set as follows: number of blocks to 2, number of 

fully connected layers to 4, size of fully connected layers to [300, 2048]. 

Workload prediction of CPU usage by N-BEATS model presented in Figure 99c 

and its result is the worst among three models. To measure the accuracy of the 

specified models, the mean absolute error (MAE) and mean absolute percentage 

error (MAPE) were followed. MAE indicates the difference between predicted 

value and true value of an observation, while MAPE defines the statistical 

measurement accuracy of a ML algorithm for a fixed dataset. Both terms are 

referred to as a loss function for defining error by the model evaluation. To reflect 

the effectiveness of the ML models, the experimental values of MAE (5.09, 6.40, 

and 14.21) and MAPE (0.14, 0.20, and 0.38) in case of ARIMA, LSTM, and N-

BEATS were acquired respectively. 

7.6 MODIFIED APPROACH TO CPU/ENERGY 

CONSUMPTION PREDICTION  

The work below introduces architectural updates of the previous section in order 

to analyse what is the influence of LSTM architectural updates on the provided 

performance metrics of the prediction model. Figure 100 shows the block 

diagram for LSTM1 model. The CPU time series data is first  pre-processed and 

parsed into segments using a moving window with a step of one time step. 

 

Figure 100 LSTM1 block diagram 

Each generated segment has 151 time steps and each step represents one second. 

The next time step (152) is stored as the target variable. In order to perform 

training the dataset is split into 80% train and 20% test, then normalized to be 
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from -1 to 1. The normalized train set segments is fed to the model as in batch 

form. Then, the training of the model starts. The optimizer used is Adadelta with 

learning rate 10−3. In each epoch, the model predicts the cpu load in the next 

time sample for the training data segments. The output is compared to the ground 

truth values of the CPU workload, then the weights are adjusted accordingly. The 

model is trained for 800 epochs. The train/validation curve is shown Figure 101.  

 

Figure 101 Train/validation curve 
for LSTM1 

 

 

Figure 102 LSTM1 prediction versus 
true CPU workload. 

It can be seen that both the train and validation mean squared error decrease as 

epochs increase with the train curve being slightly better the validation curve. In 

the test scenario, the trained model uses the segments from the test set (of length 

151) to predict the next CPU time step  at the 152th time step. Figure 102 shows 

the prediction from the LSTM1 model for the test set compared to the actual true 

values. It can be seen that LSTM1 reasonable performance of predicting the CPU 

workload and the RMSE for the test set is approximately 9. Figure 103 shows the 

architecture for the LSTM2 mode. 
 

 

Figure 103 LSTM2 model architecture. 

In the second case the CPU time series data is first per-processed and parsed into 

segments of length 168 with no overlap. The next time step (169) is stored as the 
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target variable. The dataset is split into 80% train and 20% test, then normalized 

to be from -1 to 1. The normalized train set segments is fed to the model as in 

batch form. Then, the training of the model starts. The optimizer used is Adam 

with learning rate 10−3. In each epoch, the model predicts the cpu load in the 

next time sample for the training data segments. The output is compared to the 

ground truth values of the CPU workload, then the weights are adjusted 

accordingly. The model is trained for 800 epochs. The train/validation curve for 

LSTM2 is shown in Figure 104. 

 

Figure 104 Train/validation curve for 

LSTM2 

 

Figure 105 Time index for each CPU 

workload reading 

It can be seen that both train and validation MSE decrease as the epochs increase 

with the train MSE being slightly better than the validation MSE. The trained 

LSTM2 model is then used for CPU workload prediction on the data set. 

Segments of length 168 are fed into LSTM2 to predict the CPU workload in the 

169th time step. The performance of the LSTM is compared to other regressors 

like decision tree and linear regression. These regressors are trained on a time 

index-based data set as in Figure 105. The input is the time of each CPU workload 

reading/recording in minutes and second, and the target is the CPU workload 

value. Finally, Figure 106 shows the prediction of LSTM2 and the other 

regressors based on the test set. 
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Figure 106 CPU workload prediction for different models 

It can be seen that LSTM2 accuracy is highest at predicting the CPU workload, 

while the other regressors are not very effective. Table 37 shows the RMSE for 

these different models based on the test set. 

Table 37 Comparison of the RSME of different predictors 

Model RMSE 

LSTM1 9 

LSTM2 4.6 

XGBOOST 18 

Bagging 19 

Random Forest 19 
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Decision Tree 20 

Linear Regression 16 

7.7 APPLICABILITY OF THE RESULTS INTO THE 5G VRAN 

(AND BEYOND) 

The architecture where above proposed solutions for prediction workloads could 

be further evaluated is the 5G open-RAN network, where prediction can be 

utilised to support admission control (Figure 107). The scope of such functional 

extension is related to the capability of offloading a certain part of the 

disaggregated vRAN to an external edge server, to relieve some computational 

resources of a current edge server as the traffic demand is growing and current 

resources are not enough. This feature assumes that offloading the CU-UP is the 

first step towards future more comprehensive “dynamic offloading” of vRAN 

elements (DU, RU, RIC, others). It is foreseen to happen by providing horizontal 

scaling of vRAN between the different edge servers (EMDCs) or between edge 

and cloud servers respectively. The role of scaling in more efficient RRM control 

is to assure: (a) offloading of selected 5G vRAN components to another server 

(edge or cloud), (b) combining it with prediction in order to be able to scale 

proactively - i.e. more smoothly and avoiding reactive approach. The key aspect 

to be achieved is the ability of dynamic creation of CU-UP that is instantiated on 

another physical node (edge server, cloud server). Once CU-UP is instantiated 

the local instance of the 5G radio stack (virtual containers) will instrument this 

remote CU-UP to be ready to handle user traffic on demand. But the “redirection” 

of selected UE traffic to this remote CU-UP will happen only at the stage of “new 

UE admission” and not during the session. The summary of benefits behind the 

application of auto-scaling solutions for disaggregated vRANs in 5G and 6G are:  

• Scaling mechanism is an obligatory mechanism to maximize the 

virtualisation potential in the cloud native deployment and address more 

business scenarios for the vendors. The mechanism behind scaling is key in 

terms of: 

o availability - scaling will introduce new capacity for users without 

tearing down the whole vRAN (and hence causing down-time for 

existing users) 

o dynamic, on-the-fly RAN component redistribution/migration 

(RAM morphism) - mechanism to orchestrate distributed RAN 

components at run-time, developed in this feature, will be essential 

to the O-RAN 2nd wave evaluation. 

Additional reason for such offloading can be that other server may provide 

availability of additional means to improve energy efficiency by applying 

acceleration hardware that can be utilised to offload some CPU for the “PDCP 

encryption” functionalities. Such accelerator can be for example the SmartNIC 
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(or other). The main offloading triggering function is the admission control 

(service), which will be augmented with capabilities to predict user traffic 

demand in future and indicate - when the currently available HW resources and/or 

radio resources will not be sufficient - i.e. when the resources required by vRAN 

will reach certain threshold. Here the target is to be able to redirect CU-UP 

processing of certain users’ data flows (data bearers) to another machine (edge 

server) that has extra resources for this purpose. But this feature does not require 

“dynamic and fluent” adaptations of CU-UP with the ongoing connections but it 

is enough to have changes applied iteratively per “new connection request” level 

(i.e. admission decision) and not “during connection” of the user sessions (i.e. 

fluent vRAN scaling). The ultimate scaling of “any vRAN components”, will be 

targeted by the future research. 

In the ultimate shape the admission control and the orchestration (e.g. ETSI 

MANO, K8, VC) should be cooperating in order to identify optimal strategies for 

offloading any number of required components (e.g. RU, DU, CU, RIC, core, 

etc). Concerning the transport network between edge servers - the strong 

assumption here from EMDC compliant server side is, the perfect control over 

the links (QoS) between edge devices, which will be the SDN-based fiber link. 

Such link provides very fine-grained capabilities to reserve dynamically certain 

share of the transport network capacity in order to support the process of dynamic 

CU-UP scaling. This way it is completely feasible to send even some container 

images between edges on demand, or just download them (i.e. CU-UP binary and 

dependencies) from containers repository. 

To achieve the above defined scope of functionalities, there is the need to have 

an efficient telemetry system that will be collecting required statistics (radio 

statistics, resource consumption) and sending it to the workload predictor. 

Predictions of resource utilisation are fed into the placement agent. With high 

resource demand observed, the placement agent should be able to scale RAN 

components between EMDCs (these EMDCs are connected with fiber links, and 

the links capacities are managed with SDN controller of the fiber network). In 

other words, the transport network between EMDCs are controlled with a SDN 

controller that can establish connection with another server, and particular 

QoS/capacity, and this way support the process of deploying there some 

processes (e.g. CU-UP1A in the Figure 107). 
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Figure 107 Proposed architecture enabling inclusion of the workload prediction and 

placement CAC agent for EMDC deployment 

The flow of events in the figure above is as follows: (1A) first the collection of 

data is executed considering the local resources of the underlying EMDC HW 

(e.g. CPU, RAM), (1B) the custom based collection of radio interface statistics 

are collected by the RIC xApp (key performance monitoring) and provided over 

the ORAN A1 interface towards the earlier described workload prediction agent. 

Once the agent has access to the measurements (1A, 1B) it is capable of applying 

the models described in sections above (7.5, 7.6) in order to provision a relevant 

model that will help building the contextual understanding of the evolving future 

horizon with respect to expected resource consumption in next k-steps. In the 

point (2) of the figure it is highlighted that Workload Placement Agent would 

need to implement an appropriate algorithm that would support decision on 

selecting the most. The simple algorithm here is to utilize the up-to-date 

information provided by a distributed knowledge base implementation (4) and 

utilize it in order to be able to select the alternative server (e.g. EMDC2) which 

has enough computing power in order to deploy (place) the workload of the 5G 

ORAN based “CU-UP” component there. This action would require collaboration 

with the CAC algorithm, that is plugged into a RIC xApp (3) in the figure. Based 

on the cooperation between the CAC algorithm and the placement algorithm it 

will be possible to indicate to the micro-orchestrator of the underlying 5G ORAN 

based radio stack to perform the action of resource scaling on-demand (5). This 

will be possible to execute in advance based on the k-step prediction using the 

model as defined in the sections above (7.5, 7.6).  
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7.8 USE CASES FOR CLOUDIFIED, VIRTUALIZED AND 

DISAGGREGATED RAN 

In relation to the disaggregation and scaling of a virtualized RAN (SD-RAN) 

discussed in this chapter, author presents here most likely use cases that highlight 

the need for cloud-edge-continuum solutions for such vRAN deployments:  

• UC1: secure 5G node with EMDC: In this use case, SD-RAN deployed on 

an edge node is empowered with secure solutions to assure security level of 

E2E applications as well as securing edge-to-edge or edge-to-cloud 

communications. Solutions considered include quantum key distribution, 

distributed ledger technologies for local IoT as well as cryptography 

algorithms offloading to a smart NIC. In this case, disaggregation of SD-

RAN would be needed in order to provide more flexibility in: (a) 

orchestrating various radio protocols within edge node (e.g. deploying 

medium access control (MAC) to the graphics processing unit (GPU) 

accelerator), (b) orchestrating some protocols of the same SD-RAN between 

edges, in order to exploit ultra fast fiber communication between edge nodes 

(e.g. coordinated at the level of SDN controller and RIC) or (c) workload 

optimization based on latency requirements where the latency could be 

relaxed by moving some workloads even to the cloud (e.g. packet data 

convergence protocol (PDCP) for acceleration).  

• UC2: utilizing SD-RAN with local breakout (LBO): In this use case, the 

idea is to provide multiple instances of e.g. CU to match with the different 

user groups (e.g. premium, best effort). Representative example could be 

either video streaming from the internet or online gaming, in which case the 

“application server” can be (a) in the Internet or (b) deployed in the local edge 

server or even coexisting with SD-RAN (i.e. via local breakout). Here the 

disaggregation of SD-RAN could be focused on creating multiple instances 

of CU protocols. The “CU” of best-effort users could be directly connected 

to the core network part and then through the backhaul relevant data streams 

would normally be delivered to the Internet. Whereas the CU protocols for 

premium users could be deployed in a way that allows bypassing the core 

network and the Internet and instead go to the local content server. Naturally 

the latter approach would result in significantly lower delays, higher 

throughput and lower variation of both.  

• UC3: aggregating multiple instances of DU/CU in EMDC: In this use 

case, one could be interested in maximizing gains of localizing the processing 

of multiple instances of SD-RAN in a single EMDC. In this case the key 

focus would be to assure sharing as many resources as needed (RAM, CPU, 

and storage) in order to speed-up the data exchange between CUs and/or 

DUs. This use case could be representative for implementing novel 

paradigms of network management towards 5G and beyond networks. 
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7.9 SWOT ANALYSIS OF SD-RAN DEPLOYMENT 

The use cases presented in the above subsection significantly benefit from an 

additional support of cloudification and virtualization. More of such use cases 

can be further generated depending on the requirements of users as well as 

strategy of operators and availability of infrastructure. The key aspect here is to 

what extent the cloud-edge continuum solutions are required or even allowed 

considering the perspectives of security or latency. In some cases, pure-edge 

based deployment would be most preferable (e.g. UC1) whereas the equal share 

of cloud and edge looks optimal to properly support the UC2. It is important to 

consider various aspects when deciding about such deployment, and one of the 

most relevant decision-making nodes could be an orchestrator (e.g. MANO, 

Kubernetes) - a detailed description of orchestrators is in Section IV. The 

essential to notice here is the optimal split of responsibility between orchestration 

/ NFVI / local-SDN-controller (e.g. RAN Intelligent Controller, fiber network 

SDN controller), especially that certain functionalities may be overlapping (or 

spilling out of one entity towards another). Intelligent functionalities of 

orchestrators can be customized and so improve value added services, e.g., (a) 

utility-based workload deployment in multi-cloud environment; (b) shared-

knowledge based workload placement inside EMDC. Operators of future 

networks (e.g., B5G and 6G) would be benefited from flexibility in deploying 

various workloads in an adaptive and intelligent way considering various criteria 

for making the deployment optimal from the perspective of cost, security, and 

real-time performance. Considering the sole-perspective of SD RAN deployment, 

the degree of disaggregation for the radio protocols will further specify degrees 

of freedom when identifying optimal placement of RAN functionalities (e.g., L1, 

L2 etc). For the future deployment of RAN functionalities, overviewing the 

strength, weakness, opportunities, and threats (SWOT) is required to reflect the 

full benefit of the network performances. An Example of SWOT analysis for SD-

RAN deployment in cloud, edge, and cloud-edge continuum is presented in Table 

38. Some further consequences of following the particular of the options 

presented there are listed below: (i) Option1 uses cloud, and as consequence 

resources in the cloud are partitioned “as they are” so the level of granularity is 

communication service providers (CSPs) defined for the available node 

configurations. While in the Option2/Option3, the nodes capabilities partitioning 

is available under more flexible policies (ii) in order to deal with cloud resources 

of Option1, there are some security breaches: (i) images needs to be delivered to 

cloud over internet (i.e., slow and insecure) (ii) multi-cloud management platform 

has to ensure multiple ports opened to interact with various clouds (CSP) (iii) 

Option1 can utilize some abstraction of the “Orchestrators/virtual infrastructure 

managers (VIMs)” in the form of the scheduling abstraction layer (SAL) [294]. 

The SAL needs to be collecting available resources and their characteristics prior 

to workload deployment. The direct interaction with a cloud happens via 

Resource Manager (API), that registers all the available resources and presents 
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them to the SAL. 

Table 38 SWOT analysis of SD-RAN deployment in Cloud-Edge SWOT 

 

SWOT 
SD-RAN in Cloud 

(Option1) 

SD-RAN in Edge 

(Option2) 

SD-RAN in 

Cloud-Edge 

Continuum 

(Option3) 

 • Fine grained 

computing 

infrastructure 

• Multiple 

deployment options 

• Centralized security 

monitoring and 

attack 

prevention/detection 

capabilities 

• Data is more 

secure as it 

stays “local” to 

the users 

• Tight control of 

the network 

infrastructure 

• Small-footprint  

solutions  by  

tailoring  ex-

isting 

infrastructure 

• Flexible 

management 

of secure 

workloads 

• Real-time  

network  

functions  

can  be  de-

ployed  on  

edge  while  

the  non-RT  

in  the cloud 

• Intelligence   

can   be   

deployed   

“on   both 

ends” or 

smoothly 

moved 

where 

needed 

Strengths • Smart  offloading  

to  multiple  clouds  

(e.g. based on utility 

function) 

• Decreased 

requirement for 

local processing 

platform 

• Less geographically 

bounded 

computation 

• Lower   barrier   

of   entry   for   

local   edge 

providers 

• Limited data 

transition 

to/from the 

cloud 

• AI/ML  based  

learning  at  a  

edge  node  or 

swarm 

intelligence 

when multiple 

edges are 

combined 

• Benefits   of   

local   

• Learning  

based  on  

data  can  

happen  

incloud 

while use of 

the models 

in the edge 

• Deployment 

of workload 

can be based 

on 

prediction 

and utility 

function 
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SWOT 
SD-RAN in Cloud 

(Option1) 

SD-RAN in Edge 

(Option2) 

SD-RAN in 

Cloud-Edge 

Continuum 

(Option3) 

processing   

alignment: 

MEC, caching, 

LBO 

Opportunities • Network  

infrastructure  to  

the  cloud  and 

between clouds with 

limited QoS guaran-

tees 

• Due   to   data   

transmission   

to/from   the cloud 

with higher risk of 

malicious activity 

• Low-latency 

applications (E2E) 

not feasible 

• exchanging large 

volumes of data 

over internet  

largely  depends  on  

access  network 

quality 

• Investments are 

more distributed 

• More energy 

footprint are 

required 

Weakness • Data needs to be 

delivered over 

susceptible global 

interne 

• Cloud  operators  

deploying  edge  

solutions within 

communications 

service provider 

• Application 

servers running 

in e;g. 

Wavelength 

Zones without 

leaving the 

telecommunica-

tions network 

• Big data 

security 

• Application 

privacy 

In Table 39, author has collected the following elements:  

• Technique identification - to mention the particular mechanism 

• 5G and B5G factor of influence - to investigate what aspect from B5G 

will be mainly influencing a particular technique for improvement and 

optimizations of results 
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• Foreseen solutions - to identify directions for network technique’s 

modernization 

• Challenges - to check what additional considerations are considered 

when planning an introduction of particular optimizations and 

improvements. 

As can be seen, many techniques addressed in the Table 39 represent key 

decision-making components that are influenced by the B5G evolution. To assure 

smooth and data-driven operation of future networks the importance of 

modernizations at various stages can be seen. Among solutions considered 

(proposed by the authors based on the prior state of the art), we highlight the 

following:  

• Bring learning and optimization by design 

• Apply smart optimizations for accessing MEC 

• Apply smart models for prediction at various layers 

• Consider semantic fusion of infrastructure services and applications 

• Apply AI/ML workload placement techniques 

• Cross-domain optimization of resources 

• Apply AI/ML to decrease the amount of required measurements 

• Weak coupling theory. 

Table 39 Commonalities and cross dependencies between RRM mechanisms and the 

workload prediction and placement techniques 

 

Technique 
5G and B5G factor 

of influence 
Foreseen solutions Challenges 

Multiple-

access 

schemes 

• Density of 

networks 

• Density of UEs 

(e.g. mMTC) 

calls for more 

• radio resources 

• Utilize 

remaining 

resources in 

non-orthogonal 

way (NOMA) 

• NOMA/OMA 

coexistence 

strategies 

• User clustering 

• Error propagation 

in SIC 

Scheduling • Sub-ms 

scheduling 

• Multiple 

factors need to 

be considered 

(e.g. energy 

efficiency, 

QoE, latency 

constraints, 

computation 

offloading) 

• Multi-RAT 

mechanisms 

• Multi-objective 

joint RRM and 

computation 

optimization 

• Apply cell-free 

in the network 

architecture 

• Bring learning 

and 

optimization by 

design (e.g. by 

means of ORAN 

RIC) 

• Computational 

complexity of 3D 

scheduling 

• Cell-free 

demands robust 

telemetry 

• Distributed 

processing brings 

new challenges 

• SD-RAN 

architectures 

requires network 
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Technique 
5G and B5G factor 

of influence 
Foreseen solutions Challenges 

• Carrier 

aggregation 

• High demand 

for energy 

efficiency 

tailoring (non 

standardized yet) 

• SD-RAN 

architecture 

development 

need 

MEC • Greater push 

for services 

local breakout 

• Growing 

services 

mobility due to 

ultra-density of 

network 

antennas and 

UEs 

• Improve cross-

domain 

orchestration 

with VNO 

• Apply smart 

optimizations 

for accessing 

MEC (e.g. with 

NOMA as 

alternative 

channel for 

offloading) 

• Efficient means 

and techniques to 

orchestrate 

workloads under 

multiple 

orchestrators (e.g. 

MEAO, VNO, 

transport SDN 

controller, fiber 

resources SDN 

controller) 

• Efficient 

interaction 

between RIC and 

MEC entities 

Admission 

control 
• Increase in 

handovers due 

to ultra-density 

and number of 

UEs moving 

• Multiple 

dimensions of 

resources to be 

considered 

(radio, 

computation, 

energy, 

spectrum, 

cross-domain 

and E2E slice 

resources) 

• Apply cell-free 

to remove 

handovers under 

umbrella of 

cooperative 

resource 

allocation 

• Apply smart 

models for 

prediction at 

various layers 

• Consider 

semantic fusion 

of infrastructure 

services and 

applications 

(use-cases) 

meta-data 

• Apply AI/ML 

workload 

placement 

techniques 

aligned with 

underlying 

• Understand the 

influence of 

multi-

dimensional 

scheduling on 

CAC (new 

research needed) 

• Architectures are 

necessary at edge 

to further 

integrate and 

consolidate 

resources at 

various layers 

into consistent 

KPIs 

• Redesign of 

OSS/BSS/MANO 

systems to reflect 

new architectures 

to be more 

service oriented 

• slice provisioning 

and management 
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Technique 
5G and B5G factor 

of influence 
Foreseen solutions Challenges 

NFVI 

orchestrators 

should be 

addressed 

Architecture 

of 5G RAN / 

Core 

• Demand for 

ultra high 

capacity and 

controlled 

latency 

• Distributed 

nature of future 

cell-free 

networks 

• Service based 

implementation 

• High increase 

in measurement 

data volumes 

• Further levels 

of RAN 

disaggregation 

• Optical-

wireless 

coexistence 

• Apply cell-free 

• Cross-domain 

optimization of 

resources: radio, 

wired, fiber and 

assuming 

various splits in 

the network 

potentially even 

at same time 

• Orchestrate and 

compose 

services at 

various levels 

(slice, SFC) 

• Apply ML/AI to 

decrease amount 

of required 

measurements 

• Consider new 

levels of 

flexibility in 

protocol 

instrumentation 

• Assure 

mechanisms to 

allow smooth 

alignment of 

wireless-optical 

 

Network 

management 

for 

sustainability 

• hyper-

connected 

network 

management 

with extended 

reliability and 

latency 

• self-

sustainability 

for maintaining 

KPIs in highly 

dynamic 

network 

architecture 

• Distributed 

orchestration 

with concepts of 

O-RAN, MEC, 

ZSM, ENI 

• Weak coupling 

theory 

• Goal directed 

RRM 

• Conflict 

resolution 
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7.10 SUMMARY 

The radio access network (RAN) is transforming to an open, virtualized, 

programmable, and intelligent RAN. Open-RAN (O-RAN) architecture, defined 

by O-RAN Alliance, is the solution to such evolution. The innovative RAN 

Intelligent Controller (RIC) in O-RAN is no doubt where intelligence is hosted. 

The goal of this chapter was to investigate the importance of vRAN workload 

prediction in the EMDC architecture. For this investigation, the performance of 

three time series forecasting algorithms we evaluated together with a CPU usage 

data obtained by running VNFs in the EMDC. The evidence from this experiment 

indicates that the LSTM model shows advantages over other models in terms of 

application deployment on the EMDC platform. Further research might explore 

the optimal trade-off for the tasks between complexity and performance.  
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8 LEARNING BASED CAC AGENT DESIGN 

8.1 INTRODUCTION 

In this section author describes and evaluates a MDP-formulated problem to find 

optimal Call Admission Control policies for wireless networks with adaptive 

modulation and coding. The two classes of service (BE and UGS-priority) are 

considered and a variable capacity channel with constant error bit rate. 

Hierarchical Reinforcement Learning (HRL) techniques are applied to find 

optimal policies for multi-task CAC agent. In addition, this chapter validates 

several neural network training algorithms to deliver a training algorithm suitable 

for the CAC agent problem.  

Contribution presented in this chapter is as follows: i) implementing CAC 

algorithm using Reinforcement Learning to deliver optimal actions that maximize 

the reward function in wireless 4G/5G networks with AMC; ii) use of the 

“options” approach to define the problem in a variable capacity channel; iii) 

providing an ANN training algorithm validation framework in order to validate 

different training neural network algorithms (backpropagation) using training set 

of  learned Q-table from the reinforcement learning algorithm based on own 

design. 

8.2 SYSTEM MODEL 

Call admission control mechanisms allow the service provider to control the 

traffic flow to the network and deliver proper service quality to end customers. A 

CAC agent is therefore responsible for proper resource assignment in networks 

with QoS control and the incoming connections should be handled according to 

their different QoS requirements. The main parameter used for the resource 

assignment is the air interface capacity. Here, an example of a 4G PHY layer as 

specified in [295] is considered. But the same approach can be followed for any 

other PHY layers (5G, beyond). According to the standard and authors in [296], 

the total air interface capacity can be safely approximated as 

𝐶 = 𝑓𝑙𝑜𝑜𝑟
𝐵𝑊𝑛

8000
8000

𝑁𝑢𝑠𝑒𝑑
𝑁𝐹𝐹𝑇

1

1 + 𝐺
𝑐𝑟𝑏𝑚 

(8-1) 
 

System parameters used to calculate relevant capacity are presented in the table 

below. 

Table 40 System parameters 

Parameter Value 

BW 3,5 MHz 
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n 8/7 

NFFT 256 

G 1/8 

cr 1/2, 2/4 

bm 2,4 

C 2,9; 4,36; 5,8 Mbps 

In equation (8-1) the BW is the system bandwidth, 𝑛 is the oversampling factor, 

𝑁𝐹𝐹𝑇 described the total sub-carriers available for the system, 𝑁𝑢𝑠𝑒𝑑  describes the 

total sub-carriers available for the user, G is the cyclic prefix, 𝑐𝑟 and 𝑏𝑚 is the 

coding rate and number of bits per modulation respectively. To keep the bit error 

rate at a constant level of 10−3 (CWER) wireless systems use a technique called 

Adaptive Modulation and Coding (AMC).  

The system can adapt to varying channel conditions (i.e. change of modulation or 

coding scheme) increasing or decreasing its throughput depending on estimated 

bit error rate. Parameters 𝑐𝑟 and 𝑏𝑚 in equation (8-1) have different values 

according to the system’s current state (bit error rate) and can take any values in 

the range presented in Table 40. The calculated throughput thresholds in 4G 

network with AMC can be therefore defined as a vector C = (c1, c2, ..., cM) where 

m = 1, 2, , M and M is the number of modulation coding schemes (MCSs). In 

order to capture the rate at which a network changes its modulation coding 

scheme several simulations were performed for 4G transmissions over a flat-

fading Rayleigh channel using Matlab simulation. The Reed Solomon 

Convolutional coding scheme was used and the MCS thresholds were obtained 

from equation (8-1). By gathering the network statistics and calculating transition 

probabilities a 4G link can be modelled as a Finite State Markov Chain [297]. 

Such approximation has been used to mimic the flat-fading Rayleigh channel’s 

changing rate in radio interface. For sake of simplicity only two traffic classes are 

considered in the model, where one of them carries VoIP packets [37], [272]. 

Therefore our proposed 4G network, modelled as MDP, supports two classes of 

traffic - Best Effort (BE) with constant bit rate and sending rate at 200 kb/s and 

Unsolicited Grant Service (UGS) with constant bit rate and sending rate at 64 

kb/s. Incoming call requests are following the Poisson process with rate 𝜆𝑐, and 

call holding times are derived from the exponential distribution (with mean 𝜇𝑐 
equal to 1). Each accepted call consumes resources equal to 𝑏𝑖, where 𝑖 is the 

incoming call class. To further simplify the problem, it is assumed that incoming 

calls and calls already accepted in the system share the same MCS. Thus, when 

the modulation coding scheme changes it applies to all present and future calls 

that will arrive during the time slot the MCS will last. In the next section, the 

description of the CAC agent problem is extended by describing it as a Markov 

Decision Process. 
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To determine the bit rate for the modulation readings (MCS) of the i-th terminal, 

a formula was used for the data collected from field measurements, based on 

which a simple resource scheduling mechanism was implemented: 

𝐵𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒(𝑥, 𝑡) =  

[𝑂𝐹𝐷𝑀𝑈𝐿,𝑡𝑜𝑡𝑎𝑙 − 𝑂𝐹𝐷𝑀𝑜ℎ(𝑡) − ∑ 𝑂𝐹𝐷𝑀𝑖

𝑖∈𝑆𝑎𝑐𝑡𝑖𝑣𝑒_𝑆𝑆

] ∗ 𝑀𝐶𝑆𝑖  

(8-2) 
∗ 𝑀𝐶𝑆𝑖(𝑡) ∗ 𝑂𝐹𝐷𝑀𝑠𝑢𝑏 ∗ 𝐼  

 
where 𝐵effective(x, t) – is the monitored available throughput of a 𝑥 connection 

at time 𝑡, OFDMtotal– total number of symbols available in the TDMA frame for 

the upstream direction, OFDMoh(t) – class-of-service specific signaling 

overhead, OFDM𝑖 – number of symbols used by i-users active in the cell, 

OFDMsub  – number of subcarriers, MCS𝑖(𝑡) – number of symbols for a given 

modulation, I –  the intensity of the influx of frames (in frames/sec). As it can be 

noticed, the impact of overhead can be significant for the throughput 

(OFDMoh(t)) for a particular traffic class. Based on the analyses in the ns2 

simulator, the following average overhead values were collected: rtPS - 3.2 

symbols/frame, rtPS - 1.6 symbols/frame and BE class user - 0.3 symbols/frame.  

8.3  MDP MODEL 

The state space S 

𝑆 = {𝑠|𝑠 = (𝑥1, 𝑥2); 𝑥1, 𝑥2 ≥ 0,∑𝑥𝑖𝑏𝑖

𝑘

𝑖=1

≤ 𝐶} 

(8-3) 
Action space A 

𝐴𝑆 = {
𝑎 = (1,1),                                    𝑖𝑓 𝑠 = (0,0)

𝑎 = (0,0),                                      𝑖𝑓 𝑥𝑖𝑏𝑖 = 𝐶

𝑎|𝑎 = (𝑎1, 𝑎2); 𝑎𝑖 ∈ {0,1}, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(8-4) 
Call arrival event 

Call arrival events are indicated by the current arrival time in vector T. Call arrival 

event are represented by the vector: 

{𝑒 = (𝑒1, 𝑒2) | 𝑒𝑖 ∈ {0,1},∑𝑒𝑖 = 1

𝑘

𝑖=1

} 

(8-5) 
Reward function 

𝑟(𝑠, 𝑎) = ∑𝑤𝑖(𝑥𝑖 + 𝑎𝑖𝑒𝑖), 𝑎𝑛𝑑   𝑤 = [1,10]

𝑘

𝑖=1

 

(8-6) 
When a system is in state 𝑠 ∈ 𝑆 and the decision maker (CAC agent) chooses an 
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action from the available action state space 𝑎 ∈ 𝐴𝑠. The agent takes only actions 

at decision epochs which in our case correspond to call arrival times indicated by 

the vector T. In return for taking an action the agent receives a reward 𝑟(𝑠, 𝑎) and 

evolves to a new state s’. The agent stores a value for counting the number visit 

in an state-action pair - 𝑣𝑖𝑠𝑖𝑡(𝑠, 𝑎). 
The agent follows a greedy policy and choose actions according to the following 

formula: 

𝑎 = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑎′
(𝑣𝑖𝑠𝑖𝑡(𝑠, 𝑎′)) 

(8-7) 
The Q-value update rule is as follows: 

𝛿 =  𝑟(𝑠, 𝑎) + 𝛾 ∗ 𝑎𝑟𝑔𝑚𝑎𝑥
𝑎′
(𝑄(𝑠′, 𝑎′)) − 𝑄(𝑠, 𝑎) 

(8-8) 
 

𝛥𝑄(𝑠, 𝑎) =
1

1 + 𝑣𝑖𝑠𝑖𝑡(𝑠, 𝑎)
∗ 𝛿 

(8-9) 
 

𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) + 𝛥𝑄(𝑠, 𝑎) (8-10) 
 

The Q-values are stored in a Look-Up-Table for further calculations. 
 

In the second approach the arrival and departure times have not been calculated 

beforehand but calculated the transition probability matrix to drive the transition 

between states. All the parameters are specified as in the section 8.2. The 

transition matrix calculation is following the equations [186]. The uniformization 

was applied to transform a continuous-time Markov Chain with non-identical 

decision times into an equivalent continuous-time Markov process. The 

following formula is defined for uniformization: 

𝜏𝑐 = (∑𝜆𝑖𝑎𝑖 + 𝐶 ∗ 𝑚𝑎𝑥{𝜇1, 𝜇2, . . . , 𝜇𝑘}

𝑘

𝑖=1

)

−1

 (8-11) 

 

The sojourn time is calculated as follows: 

𝜏(𝑥, 𝑎) = (∑𝜆𝑖𝑎𝑖

𝑘

𝑖=1

+∑𝜇𝑖𝑥𝑖

𝑘

𝑖=1

)

−1

 (8-12) 

 

The expected holding time is the expected time until next decision epoch after 

action “a” is taken in the present state “x”. From equations (8-11) and (8-12) and 

the arrival and departure rates the transition probability matrix is calculated as 

follows: 
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𝑃(𝑦|𝑥, 𝑎) =

{
  
 

  
 
𝑎1 ∗ 𝜆1 ∗ 𝜏𝑐 ,   𝑖𝑓 𝑦 = 𝑥 + (1,0)

𝑎1 ∗ 𝜆2 ∗ 𝜏𝑐 ,   𝑖𝑓 𝑦 = 𝑥 + (0,1)

𝑥1 ∗ 𝜇1 ∗ 𝜏𝑐 ,   𝑖𝑓 𝑦 = 𝑥 − (1,0)

𝑥2 ∗ 𝜇2 ∗ 𝜏𝑐 ,   𝑖𝑓 𝑦 = 𝑥 − (0,1)

1 −
1

𝜏(𝑥, 𝑎)
,     𝑖𝑓 𝑦 = 𝑥

 (8-13) 

8.4 THE CAC AGENT DEFINITION 

In this section the approach and results of implementing the RL-based CAC agent 

are presented. First the approach to verify and validate the approach are presented 

in the diagram in the Figure 108. After implementation of the RL algorithm the 

following system parameters were used, in order to perform a systematic 

approach to verification and validation of the created CAC agent. 

Table 41 Modelled system settings (N=2 traffic classes) [153] 

Parameter Value 

C 10 
𝑏1 1 
𝑏1 2 

𝜆1 = 𝜆2 1 (call/sec) 
1
𝜇
𝑏1

⁄ = 1 𝜇
𝑏2

⁄  500 sec 
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Figure 108 Conceptual diagram of activities needed to deliver relevant RL-based CAC 

agent 

Measurements carried out for the above settings return optimal policies consistent 

with those presented by the authors in [153]. The results below refer to the 

“Step3” in the diagram above (see Figure 108). The results are compared to 

validate the proper calibration of the model. It can be seen that the results 

achieved with both methods (using Linear Programming and Machine Learning) 

are the same. As expected both methods (LP, Q-Learning) have successfully 

rendered the optimal policy to achieve maximum revenue in the long-run.   
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Figure 109 Results from simulation with 

MDP and Linear Programming 

(𝜆1 = 1
𝑐𝑎𝑙𝑙

𝑠
, 𝜆2 = 1

𝑐𝑎𝑙𝑙

𝑠
 ), after [153] 

 

Figure 110 Results from simulation with 

MDP and Q-learning 

(𝜆1 = 1
𝑐𝑎𝑙𝑙

𝑠
, 𝜆2 = 1

𝑐𝑎𝑙𝑙

𝑠
) ; own results of 

the author 

8.5 CALL ADMISSION CONTROL – MDP FORMULATED 

PROBLEM 

A CAC agent problem can be considered as a sequential decision-making model 

and thus modelled as an MDP [184]. A decision maker, agent, or controller 

observes the current state of the system and chooses actions according to the state 

information. The problem as an unconstrained MDP is defined and the MDP is 

defined as < S, A, T, R, γ >, where S is the state space, A is the action space, T 

denotes the transition probability between states, R is a reward function and γ is 

a discount factor. The work in [195] and [192]  is followed to formulate the MDP 

CAC problem. However, the notion of “options” is adopted to differentiate 

between policy sets utilized during a simulation run. An option consists of three 

components: a policy π, a termination condition β which is determined according 

to the channel changing distribution, and an initiation set I ⊆ S. Thus, an option 

< π, β, I > is available in state 𝑠 and when it is chosen (option choice is given via 

w statistical distribution) the agent follows policy π. Here the policy corresponds 

to actions that can be followed (blocking or dropping) when in state 𝑠 and a 

modulation coding scheme is changed - which similarly to the ARAC algorithm 

from 4 assumes such change requires triggering the CAC algorithm. The agent 

chooses an action according to the policy π, transits to a new state and checks the 

termination condition β. The agent continues until the termination condition is 

not meet. The role of the CAC agent is therefore to find a policy π∗ for selecting 

actions with maximum expected reward. For the wireless system with the AMC 
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case the learning task is to find optimal blocking (πb) and dropping (πd) policies. 

 

Figure 111 Hierarchical reinforcement learning 

An option consists of three components: a policy 𝜋: 𝑆 × 𝐴, a termination 

condition 𝛽 which is determined according to the channel changing distribution, 

and an initiation set 𝐼 ⊆ 𝛺. Thus, an option 〈𝐼, 𝜋, 𝛽〉 is available in state 𝑠 and 

when it is chosen (option choice is given via w statistical distribution) the agent 

follows policy. 

8.6 REINFORCEMENT LEARNING 

Reinforcement learning algorithms utilise the information from the environment 

to deliver optimal policies for a MDP formulated problem. A CAC agent can 

learn the relation between actions chosen at specific states, by following a custom 

policy, and the rewards he obtained following that policy. In addition, the agent 

utilises this knowledge to increase his future performance thus yielding an 

optimal policy for the problem. Q-learning algorithm can be used to improve an 

agent's performance and maximize his future rewards received from the system. 

It has been proven that the algorithm converges to the optimal policy under the 

assumption that each state-action pair is visited infinitely often [195]. For each 

state action pair a value is calculated and stored in a look-up table The next 

section introduces reinforcement learning as a method for solving the MDP CAC 

problem. Q values are computed after a call arrival, or call drop, following an 

action. The Q learning approach uses the following error function to update the 

Q-values: 
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∆𝑄(𝑠, 𝑎)  =  (r𝑡  + γmax 𝑎  [Q𝑡(𝑠 , 𝑎 )]  −  Q𝑡(𝑠, 𝑎) (8-14) 

    

 

Figure 112 Diagram showing the approach to perform “options” based learning 

 

Figure 113 The visualization of the “options” concept for wireless system capacity 

modelling 

In equation (8-14) ℽ is a discount factor introduced earlier in this chapter and 

𝛼 =
1

visit𝑡(𝑠𝑡 ,𝑎𝑡)+1
 is the learning rate. Here the variable visit𝑡(𝑠𝑡 , 𝑎𝑡) represents 

the number of times the state-action pair has been visited by the CAC agent up to 

time t. In order to regularly visit state-action pairs, the learning is started with 

formulating a custom policy and the agent starts by following that policy [195]: 

Termination condition Finite state Markov chain 
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π = arg min𝑎 visit𝑡(𝑠𝑡  , 𝑎) (8-15) 

This ensures that states will be visited equally often, and the convergence of the 

algorithm is accelerated. Furthermore, the problem of finding a CAC policy for 

5G/4G/other system that supports an AMC, can be defined as a set of subtasks. 

In a network with different modulation coding schemes the subtasks correspond 

to finding blocking and dropping policies for each MCS. Using the options 

approach local optimal blocking and dropping policies for each modulation and 

coding scheme can be obtained (it was decided to narrow down the number of 

MCSs to three cases - QPSK 1/2, QPSK 3/4 and 16-QAM 1/2) which constitute 

to the overall optimal policy for a wireless system with the AMC. The results of 

the simulation are presented in Section 8.7. The next section introduces Artificial 

Neural Networks and their relevance when approximating the Q value function 

for the CAC problem. 

8.6.1 Artificial Neural Networks 

To additionally enhance convergence speed, and only insignificantly reduce the 

fidelity of the Q algorithm, Artificial Neural Networks can be used to 

approximate the policy function. An Artificial Neural Network with Q-learning 

algorithm was used in [195]. The authors show in the article that using ANN’s to 

output values of Q can increase the CAC agent performance and outperforms the 

approach with look up tables in terms of convergence speed. However, no studies 

were carried out towards selecting the most suitable training algorithm for ANN. 

8.6.2 Q-Learning approximation by ANN  

One of the problems when using time difference algorithms is the insufficient 

exploration of states during training. The situation in which, given the agent's 

parameters, certain states will never be visited is normal and results from the fact 

that they are, under the given simulation assumptions, unreachable for the agent. 

In contrast, rarely visited states will not converge in a short time due to poor 

exploration of these states.  

The problem of generalization in the Q-learning algorithm is a well-known 

problem [298]. Therefore, in order to speed up the process of finding optimal 

strategies, while not causing a decrease in the accuracy of the Q-learning 

algorithm, thus author introduces an artificial neural network to the system to 

approximate the strategy function. In [299], the author proves that such a 

combination significantly speeds up the process of convergence of the value 

function and is a more efficient approach than the use of ordinary tables storing 

Q values. According to the authors in [300], the greatest challenges currently 

faced by neural networks concern the processing of non-stationary signals, 

variable in time, accompanying non-linear systems with variable parameters (e.g. 

biomedical signals). Another of the so far unresolved problems is the increase in 

the ability to generalize, which, according to the authors, is far from ideal. A 
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related question is the choice of the structure (architecture) of the neural network. 

In the conventional approach there are no prescriptions for the comparison of the 

performance of different network structures. In the probabilistic perspective one 

can instead apply to this problem the principles of Bayesian model selection 

(MacKay 2003; Sivia 2006; von Toussaint et al. 2006). Regarding the ANN 

architecture it is crucial to tune it properly – authors in [301] show the different 

modifications made towards improving the target accuracy of prediction before 

achieving the satisfactory results (i.e. improvement from the baseline 46% up to 

96%). The optimal solution was attained for certain „learning rate” and „more 

neurons in hidden layer”. Although too many neurons in hidden layer may lead 

to overfitting.  

As shown in the literature review, reinforcement learning can be unstable or even 

lead to discrepancies in learning if a non-linear function such as a neural network 

is used as an approximator to represent the action-value component (also 

represented as Q) function. Although it is known from the literature that Q-

learning converges to the optimal policy by interacting with the environment. As 

shown in [302], a single properly selected ANN network architecture can 

successfully learn control policies for different environments with very minimal 

input knowledge, using the same algorithm, network architecture and 

hyperparameters for each game, using the same data that would be available to 

the actual player. The key elements that determine the high effectiveness of 

learning are the innovations presented by the authors, including replay memory, 

separate Q-networks and ANN with convolutional architecture. 

 

Figure 114 CAC agent with artificial neural network 
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Figure 115 Back-propagation neural network [Source: own] 

Hence in scope of this work author employs different ANN training algorithms 

to evaluate the performance of each training type in terms of prediction accuracy 

for the CAC problem. A set of training data consisting of 76% of original 

converged Q values from LUT was constructed to train the neural network. A 

feed-forward neural network with back-propagation and several training- 

algorithms were utilized (the algorithms are part of Matlab’s Toolbox and were 

used for the evaluation process). Each algorithm is used for training for a time 

duration of 180 seconds and each training is repeated 10 times. First the accuracy 

of each algorithm is evaluated by estimating the accuracy of the algorithm for 

each repetition. Second, the Q-values from 10 repetitions are added together to 

estimate the average Q-value for the training algorithm. 

 

Figure 116 Methodology of testing the accuracy of Q value prediction for a neural 

network. 
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The results for prediction accuracy assessment of ANN with different training 

algorithms are summarized in Section 8.7. As a result of using the ANN the 

computation time needed for convergence decreases and less memory is needed 

to store Q-values.  

8.7 VALIDATION OF THE MODEL 

In this section results for the CAC agent in wireless networks, modelled as 

Markov Decision Process and solved using Reinforcement Learning with options 

approach, are presented. As it is considered the two traffic classes - Best Effort 

and Unsolicited Grand Service. The system receives a reward equal to “1”, when 

a BE call is accepted and a reward equal to “5”, when a UGS call is accepted. It 

is assumed that that BE calls are dropped when the system throughput decreases. 

For each call drop the system incurs a cost of “-5”.  

The results of the RL-CAC algorithm are compared to a CAC agent that accepts 

every incoming call without QoS control (Complete Sharing CAC) and are 

depicted in Figure 118 and Figure 119. The results for blocking probabilities have 

been improved in the case of RL-CAC as compared to CS-CAC for the UGS 

traffic class. Moreover it can be seen in Figure 120 the reward received from the 

system is higher for RL-CAC due to optimal decisions. The next step of 

evaluation would be to define some constraints on blocking probabilities for UGS 

calls and evaluate the model with optimal dropping policies.  
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Figure 117 Block diagram for the RL-CAC learning algorithm. 

The comparison of ANN Q-value prediction accuracy using different training 

algorithms is presented in Figure 122. The goal was to estimate Q values for states 

less frequently visited by CAC agent. The output from the ANN was then 

compared to the optimal policy obtained through simulation. The results show 

that the algorithm with the lowest variance of prediction accuracy was 

TRAINBR. However, when averaging over the Q values predicted by ANN it can 

be observed in conclusion that all algorithms have a prediction error between 2-

10%. 
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Figure 118 Average blocking 

probability for UGS class call 

 

Figure 119 Blocking probability of 

BE calls 

 

Figure 120 Average reward 

 

Figure 121 Results of prediction accuracy for various ANN 
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Figure 122 Average Q-value based on different ANN type (after training) 

When the training is repeated several times the TRAINCGP, TRAINSCG and 

TRAINRP algorithms can be used as they achieve the lowest prediction error 

Figure 121. It has been decided to use the most stable training algorithm with 

lowest variance and highest average accuracy - TRAINBR (Bayesian 

regularisation). The algorithm updates the weight and bias values according to 

Levenberg-Marquardt optimization. It works by minimising a combination of 

squared errors and weights and then determining the correct combination to 

produce a network that generalises well. 

 

Figure 123 The example of policy after performing learning. 

The policy resulting from the MDP-based optimization will depend on the user 

traffic parameters. The number of policies have been identified, and presented 
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based on the training campaign where various traffic settings are used (Table 42). 

The training is shown for the 50 episodes (i.e. decision epochs), various 

reinforcement learning algorithms are used (Q-learning, SARSA). The intensity 

of arrivals is constant across samples, but the holding time 𝜇, is varying across 

plots. 

Table 42 Sample results of training for short number of episodes and two learning 

algorithms (Q-learning, SARSA) 

 
 

 

Iterations: 50, Algorithm: Q-learning, Lambda: [4 4], u: [0.6 0.6], Discount: 0.99, 

Alpha: 1 

   

Iterations: 50, Algorithm: Q-learning, Lambda: [4 4], u: [0.2 0.2], Discount: 0.99, 

Alpha: 1 

 

 
 

Iterations: 50, Algorithm: SARSA, Lambda: [4 4], u: [0.6 0.6], Discount: 0.99, 

Alpha: 1 
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Iterations: 50, Algorithm: SARSA, Lambda: [4 4], u: [0.2 0.2], Discount: 0.99, 

Alpha: 1 

 

 
 

Iterations: 50, Algorithm: SARSA, Lambda: [4 4], u: [0.6 0.6], Discount: 0.99, 

Alpha: 0.1 

8.8 APPLICABILITY INTO 5G/BEYOND NETWORKS 

Given the benefits of the MDP/ANN solution considering its high flexibility, low 

cost of utilisation (O(1)) after training, fast and accurate training – this solution 

looks relevant to be used as the controller algorithm in the commercial networks. 

The training could be happening based on data aggregated at the level of the non-

RT RIC (or near-RT RIC) and the use of trained controller would be subject of 

ready model deployment to the near-RT RIC. At the level of near-RT RIC the 

xApp would be provided to deal with model exploitation when responding to the 

requests for data bearer or UE admission control. The concept of aligning the 

model with the admission control concept is presented in the Figure 124. As can 

be seen policy (as shown in the Figure 123) would be transferred to the CAC 

xApp for consuming the CAC model as a lookup table, that is used every time 

the data bearer request is delivered to the near-RT RIC via the E2 interface. 
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Figure 124 Concept of utilizing the model trained by the CAC agent with an ANN 

network  

8.9 SUMMARY  

In this chapter, the problem of CAC agent in wireless systems with Adaptive 

Modulation and Coding was investigated. Reinforcement learning techniques 

were utilised in order to deliver the optimal CAC policies. Also, to provide a 

platform for validating different policies, the options approach was used to 

choose policies defined over a common state set. This allows the CAC agent to 

choose optimal policies under variable channel conditions. The results of 

simulation were compared to a complete sharing CAC in terms of blocking 

probability and average reward. Furthermore, several back propagation training 

algorithms for artificial neural networks were simulated and compared results to 

find an algorithm suitable for the CAC problem. The study has shown that when 

using a feed-forward neural network with four nodes in the input layer, ten nodes 

in the hidden layer and two output nodes, the training algorithm with Bayesian 

regularisation is appropriate for the CAC problem (high accuracy and small 

variance). However, at the moment of writing this thesis no feasible dropping 

policies were calculated leaving it as a subject for further study. 
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9 ANALYSIS OF RESEARCH RESULTS 

In this chapter author is concluding the chapters 4-8 with the analysis of results 

in alignment with the methodological goals as presented in chapter 3. Analysis 

here directly links to the postulated state (𝑆𝑃𝑖) targeted by the solutions developed 

in the frame of this thesis’ key research questions the the hypothesis on the 

performance network admission and congestion control, which is attainable with 

the modernizations proposed by the author.  

9.1 OVERVIEW OF ACHIEVEMENTS 

Below in the Table 43 author has collected the achievements throughput the 

chapters with own contributions (4-8). The table identifies the modelling targets 

and the related achievements, provided as the result of the research work that has 

led towards obtaining responses to the research questions and confirm the thesis.   

Table 43 Outline of analytical analyses performed in chapters 4-8 

Chapter Target of modeling Achievement 

4, 8 

Analysis of admission control 

agent decisions making quality in 

4G/5G/beyond 5G wireless 

networks in the form of Grade of 

Service metric assessment 

(𝑃𝐵 , 𝑃𝐷,𝐵𝑊𝑢𝑡𝑖𝑙).  

The tool used is the 4G/5G network 

simulation (4) and the reinforcement 

learning as function approximation 

(8) to provide modernized admission 

control algorithms, also with symbol 

reservation schemes, for the future 

wireless networks.  

5 

Statistical analysis procedure to 

match the distribution of delays 

and packet losses, based on data 

from experiments (measurements 

of delays and losses in networks of 

various operators) 

The result of the study is: i) a 

statistical model of delays and 

packet losses for a radio channel 

implemented in the form of a macro 

in the XLS program ii) an original 

solution for the emulation of the 

4G/5G network in connection with 

the simulation of signalling 

overheads for the 4G/5G network 

6 

User-observed quality (QoE) 

testing based on a model using 

objective metrics resulting from 

network measurement (i.e. 

throughput, losses, delays, jitter) 

to support decisions on switching 

traffic streams between 4G/WiFi 

networks 

Statistical analysis consists in 

analysing the instantaneous and 

statistical behaviour of the QoE 

performance as perceived by the user 

but based on network objective 

measurements in case of multi-RAT 

scenario (6, Fig.16, 17) 

7 

Time series analysis of the use of 

computing power (in the form of 

CPU metrics) consumed by 

This chapter provides various 

prediction techniques to improve the 

admission capabilities with regards 
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software modules of the 5G 

ORAN network, i.e. CU, DU, RU. 

The purpose of the analysis is to 

predict future load values to 

support CU compute scaling 

decisions. 

to scaling modern 5G/beyond 5G 

workloads among the edge servers, 

when local capacity is drained. For 

model quality metric the following 

metrics are used: RMSE, accuracy of 

prediction (for k-steps prediction). 

 

Nonlinear approximation methods: 

LSTM 

 

Correlation methods: ARIMA, N 

Beats 

Alternative regressors: XGBoost, 

Bagging, Random Forrest, Decision 

Tree, Linear Regression 

In the remaining sections of the chapter 9, author presents the analysis of results 

presented in the chapters 4-8. Ultimately the overall results are summarized in 

chapter 10 together with future work.  

9.1.1 Quality analysis based on the GoS metric (Problem2) 

This section is directly connected with solving the research problem (Problem2) 

stated in the Chapter1 of this thesis. 

The research in chapter 4 analyses supplementary questions about the impact 

of the dynamics of the system (such as resource optimization techniques e.g. 

AMC) has on admission control and quality of service. It is by assuming that 

future networks will be more dense and chances for either handover or change of 

MCS will increase. To evaluate the performance of envisaged algorithms and 

assess their impact on the system, author has developed a cell-level simulation 

environment that relies on the proposed methodology. System under test (SUT) 

controls resources using either novel admission control (AC) mechanism ARAC 

or its predecessor EMAC, introduced in [117]. The algorithms are both traffic – 

aware and designed for controlling the VBR traffic with burst arrivals. One of 

them relies on calculating simple exponential weighted moving average 

(EWMA) of the overall resource consumption, whereas the other in the process 

of resource estimation differentiates between the new and the ongoing 

connections, thus providing more accurate resource estimations. Simulation 

results show that both of presented algorithms can provide appropriate QoS levels 

in the tested configuration. However, ARAC provides protection against 

connections arriving in large batches. Therefore, average delays of ARAC are 

generally lower than that of EMAC and reach the difference of approximately 23 

– 25ms at maximum (depending on the VoIP codec used). These differences 

could prove crucial in a system with non – negligible core network delays. Results 

of CAC comparison prove that proposed ARAC algorithm decreases the delay 
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experienced by VoIP connections the higher the arrival rate at the cost of 

increased blocking probability.  

To understand full potential of the introduced own modernizations, it was 

identified that the legacy EMAC offers a lower probability of rejecting new calls 

(𝑃𝐵), it cannot be considered as an algorithm with higher performance than 

author’s own modernization called ARAC. The fact that EMAC is not able to 

provide a QoS guarantee to growing number of arrivals, even despite of accepting 

these connections, makes it not satisfying solution if QoS assurances are required. 

When applying a CAC algorithm, an uncontrolled decrease in the QoS level 

caused by system overload should be minimized. On the other hand, the proposed 

ARAC algorithm ensured the appropriate level of QoS in all simulated cases 

(Figure 51) independently of the averaging interval length in range 10-500 super 

frames (K). The ARAC offers a probability of new call blocking comparable to 

another algorithms known from the literature nscARAC, and as has been shown 

to improve it by ca. 10% in certain scenarios. These are scenarios where the ratio 

of 𝑡𝑐𝑜𝑛𝑛 𝐾⁄ < 1 which in practice means that duration of connections is relatively 

short compared to averaging window. This is the situation where we expect 

growth of density of APs, thus also shortening its effective radius (10-100meters 

for nano/femto cells respectively) resulting duration of a connection would be 

shortened reasonably. And the decision of choosing the length of the 

measurement interval is characterized by much greater flexibility due to more 

stringent control of resources (connections recently admitted/started or finished). 

For ARAC, both the probability of rejecting a new call and the probability of 

terminating an existing call prematurely remain almost constant, regardless of the 

length of the measurement interval.  

Moreover, the symbol reservation schemes proposed in chapter 4 have 

shown that the WCSRS scheme can be considered only in systems with coverage 

gaps, i.e. with poor SNR conditions. Symbol Reservation Schemes directly 

impact bandwidth utilization and blocking probability, therefore more attention 

should be brought to the topic of SRS combined with adaptive persistent 

scheduling and admission control. Author so far has not identified many past 

research that would be combining the symbol/PRB reservation in order to control 

the admission control probabilities (𝑃𝐵, 𝑃𝐷). Combining the reservation scheme 

with partiular admission control algorithm provides additional means for 

enforcing QoS for a connection in a persistent way – especially in the case of 

mobility, where the SINR changes at the cell edge. 

Previous measurements in the field is enhanced by improving the fidelity 

level of the proposed 4G/5G simulator. To compare SUT’s performance using 

either nbLDPC or legacy CTC (Convolutional Turbo Coding) codes in a mobile 

channel, a method called Link-To-System interface (L2S) has been implemented. 

A method based on mutual information (MI) called RBIR (Mutual Information 

Per Received Bit | Received coded Bit Information Rate) was selected. The 

simulation environment builds on top of the NS2 and MATLAB software 
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packages. For admission control simulations with nbLDPC and CTC codes the 

conclusion can be drawn that achievable gain of nbLDPC can only be observed 

if users experience relatively good channel conditions. For higher modulations 

less MCS transitions for nbLDPC codes are observed, which results in lowering 

dropping probability and slightly increasing average system throughput. 

Nevertheless, if users’ experience is moderate due to bad channel conditions, gain 

achieved thanks to nbLDPC codes becomes insignificant.  

According to another group of simulations, the impact of using different error 

correction codes is most significant in case of varying SNR conditions. Using 

more robust FEC schemes (e.g. 5G nbLDPC) results in higher average cell 

throughputs while keeping similar dropping probability levels - when coping with 

bad SNR conditions. When coping with good SNR conditions – it results in lower 

dropping probabilities while keeping similar average cell throughputs.  

It is worth noting that the future networks 5G/6G will need to be more dense 

to enable the expected traffic growth (x20 by the 2030/35) but also the 

cooperative RRM approaches will become more widespread. It is simply due to 

the fact that the spectral efficiency of spatial diversity techniques like mMIMO 

or beamforming has limits of ca. 8-10bit/s/Hz and will not be enough to cover the 

demand. This way in order to meet traffic demands in the hot-spots of the densely 

populated cities where there can be 8k-18k inhabitants per square kilometre, 

amount of bandwidth that would need to be provided (re-farmed) is at the level 

of 1200Mhz or more [13]. And such spectrum share, would first need to be 

commissioned by the regulators. An alternative is to provide the hybrid hetnet 

layer of dense small-cells (also pico-femto) which would replace the need for 

such high share of the spectrum band. Here a practical example is an opportunity 

to replace additional 1250Mhz for a densely populated city at a kilometre square 

area covered with 7.2 macro cells with 177 small cells (13x13 cells grid) to assure 

same area capacity. Such density to be practical requires cooperative RRM 

approaches, where the radio units (RU) are treated as a homogeneous pool of 

resources that is managed by e.g. cell-free scheduler. Such scheduler is specific 

as it allocates resources based on a 3D approach (UE-RU-PRB) across the whole 

network (or network cluster). This way as shown by authors in [11], [10] the 

average SINR can be increased especially at the so called “cell-edge” locations, 

i.e. in places where an UE is far from any nearby cell centre. In this approach 

handovers are no longer necessary, and it is the scheduler that is capable of 

allocating (and reallocating) users to APs with high granularity e.g. TTI-level 

dynamics. 

It is important to notice that the CAC parameters considered in the chapter, 

could be considered as additional actions to design other learning algorithms in 

the future. The following actions can be considered to assure better control over 

resources (e.g. as parameters of a MDP state): a) adjustment of the length of the 

measurement period K, b) activate selected variant of the “symbol reservation” 

(CCSS, RFSRS, WCSRS), c) modify threshold of guard channel for mDHCAC. 

Moreover in case particular deployment of 5G/6G would need to deal with 
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computing resources limitations, algorithms available could be tuned based on 

their required computation resources.  

9.1.2 Quality of congestion control based on packet loss and delay 

models (Task2) 

The target of the work for chapter 5 was to define a complete, balanced, end-to-

end evaluation framework for innovative and modernized congestion control 

algorithms (in 4G/5G/beyond) to enable appropriate optimizations adapting 

transmitted stream of data to the underlying network capacity (e.g. remote 

monitoring of autonomous cars) for improving capabilities of reliable mobile 

testing in laboratories, based on field test data. Special target of this work is to 

support the teleoperation of remote vehicles. Here the very recent EU project that 

is currently in the early phase of showcasing such use-cases with real trucks and 

other vehicles in the city of Antwerp is the project 5G-Blueprint [234]. The 

project is using the commercial 4G/5G access networks to teleoperate above 

mentioned vehicles, to deliver good understanding of the available capabilities in 

that domain. 

After performing comprehensive suite of drive tests in various locations 

across Poland, author has carried our statistical tests regarding the modelling of 

the HARQ mechanism and the impact of throughput on delays and losses. The 

main aim was to be able to inject the results of statistical analysis (as a tuned 

model for packet delays and losses) into the emulator developed by the author. 

Model validation is carried out separately for each scenario (loss 

simulation, delay simulation), its implementation is aimed at comparing the 

distribution of field measurement and simulation results. The resulting simulation 

tool can be utilized in order to inject delay and packet loss into the TBONEX 

emulator. After performing the new set of field tests it is possible to apply the 

methodology presented in the current section and tune parameter values, so that 

they can be than used inside the developed simulator (MS Excel file with VB 

Macros). The simulator tuned based on the prepared set of parameters has been 

utilized in the emulator to enable simulations based on these particular channel 

models. 
The overall aim of the applicability of the non-reference QoE metrics 

here, was to use it to indicate perceived level of video quality, and based on its 

measured levels adjust the settings of the video source (e.g. transcoder, camera) 

and/or the settings of the radio resources of the wireless link. In case of highly 

variable channel with low SINR (or high variance) the need to adjust QoS such 

links will be increasing. Through the use of the proposed emulator it is possible 

to evaluate such algorithms for different scenarios and settings. And thus the 

adaptability of the video traffic can also be better profiled by collecting 

appropriate datasets from such (many) experiments. 

 

The first set of tests (Series 1) in the chapter 5 presents the measurements 



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

246 

 

collected using IP camera. It was noticed a negative impact of the use of 

transcoder on the quality of QoE results. To confirm this assumption we started 

series of tests where instead of Streamer we used live feed from IP camera. These 

measurements were carried out using the emulator and aimed at determining 

whether the observed disturbances in video quality is the result of the use of a 

streamer or the emulator: 

• collected results allows concluding that the video from the camera 

behaves much more stable than its counterpart video file streamed using 

Streamer also the case when emulation was activated 

• tests aimed at comparing the use of various transport protocols: TCP and 

UDP show that that despite the expected effects (UDP experiences more 

lost blocks while TCP freezes more often) the difference in the overall 

quality is not significant 

• examining the influence of utilizing delay distribution (Gaussian) instead 

of instantaneous values of delay from traces into the emulator. The 

original assumption at design stage of the TBONEX was to use such 

approach (delay distributions are derived from number of sequential 

samples in the trace file) to reduce the number of traffic control 

commands inside the router enforcing QoS parameters at the IP level. 

Comparing the results, however, it turned out that this is true only for 

artificial traffic (non-video) because introducing delay distribution, even 

small in the mean value, caused significant problems with video quality 

(e.g. introducing freezing). 

Second group of tests (Series 2) – provided in the chapter 5 presents 

measurements collected using the Streamer and a locally stored video file. To 

spot the issue that author has identified i.e. “where the video disruption is 

generated in the E2E path” at first stage considering the Server, wireless link, 

and the Client. The suite of tests was planned with several different settings: 

different components enabled/turned off, various bit rates etc. It was possible to 

confirm that the transcoder introduces noticeable degradation of video quality 

due to its high consumption of resources. In addition, the same tests were 

performed on machines with different processing power (i5, i7 CPUs). It turned 

out that the transcoder is quite resource consuming, and the quality of transcoding 

quite heavily depends on the computing power used. 

Series 3 shows the measurements made with the streamer, that streams locally 

stored video file, but this time transmitted through the emulated channel, and with 

an emphasis on the use of the TCP protocol. The TCP was used to evaluate how 

well its built-in AIMD traffic flow control can synergize with the objectives of  

security scenario (where video from a camera is used to help accomplish a task 

to the operator). The purpose of this test was to see whether a change of the 

transport protocol from UDP (or reliable UDP) to TCP will positively affect the 

previously observed problems (degradations in quality under increased jitter). In 

addition the focus was also on checking the performance of the end-to-end  

solution configured close to its target shape and with more advanced test 
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scenarios. The collected results suggest that the degradation of the quality when 

comparing simple emulation script (stable radio conditions, LOS) with more 

extreme scenario (low mobility with partial NLOS) is not very large, but certainly 

it is noticeable. In another attempt to similar parallel measurements were 

performed with the same parameters using the Greenpacket router that was 

sending the same video as the real 4G network. This test confirmed that the results 

obtained using real networks present high level of similarity to those using 

emulation, suggesting that emulator design was successful. The summary of 

the above measurements (Series1-3) is presented below: 

• Introduction of the  Streamer increases the chance for packet re-ordering  

• The increase of packet reordering at the receiver side, automatically 

coincides with greater chance of freezing 

• Simple scenarios (i.e. where radio conditions were almost perfect) 

resulted in worst QoE - the reason was the misbehaving operation of the 

“delay smoothing” technique in TBONEX. After identifying the issues, 

it was removed from the future tests. 

• Increase in video rate showed that QoE metrics were improved largely 

(Blockloss, Blockiness) 

• The level of one-way-delay for tests with TCP was substantially higher 

than for tests with UDP.  

• Although there were attempts made to modify the settings of the VLC 

reordering buffers there was practically no influence perceived during 

our tests. 

• Trying to evaluate the difference in QoE depending on the video player 

used (VLC or the LiveView player) no significant difference between the 

resulting QoE were identified. The FFPlay was used only with UDP as 

author was not able to successfully configure it with the TCP protocol. 

Although the proposed emulator model (TBONEX) does not strictly support 

algorithms related to dual connectivity which can be important enabler of the 

future networks (e.g. using the LWA type of solutions, or protocols similar to 

MP-TCP), the tool certainly can be utilized to verify such algorithms 

effectiveness in varied network conditions e.g. varied number of users, varied 

channel signal strength or varied user behaviour with different priorities attached 

to them. This can be achieved by either simulating such algorithms by 

implementing dedicated scripts or with the use of newer hardware mentioned in 

section above. 

9.1.3 Service quality (QoE, QoS) analysis with multi-RAT decision 

agent (Task2) 

The current section relates to the research problem of quantitative assessment of 

the quasi-optimization of admission and congestion control parameters and 

algorithms benefit from combining it with intelligent, QoE-based traffic control 

in multi-RAT networks using novel RAN controller architectures in the control 
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plane.  Based on the experiment defined, designed and performed and the novel 

two applications for the RAN controller, author has collected the following 

feedback from the measurements.  

A total of four configurations or use cases have been tested, two with single RAT 

(LTE radio access), but with different scheduling criteria (RR and PF), and two 

with the two selected RATs (LTE and Wi-Fi), but with different criteria for 

switching decision (SINR or video QoE). The findings of this research 

demonstrates that the multi-RAT activation through RANC provides much better 

QoE for the user compared to a single RAT system. The above-mentioned results 

indicate that the marriage of SDN-based networks with existing infrastructure of 

Internet service provider (ISP) is a valuable contribution to traffic steering. An 

ability to dynamically and adaptively switch traffic between different RATs 

based on appropriate policies enables new capabilities for handling priority or 

best effort traffic in collocated networks. The success of such approach will 

depend on the operators’ and infrastructure providers’ interest in collaborating 

with e.g., SD RAN vendors (like 4G, 5G RAN) where the existing capacity of 

“the pipe” will gain more utilisation by availability of OFDMA based “scheduled 

radio unit” that augments Wi-Fi access points at an indoor location. As a follow 

up of this research author foresees the interest in continuing the multi RAT traffic 

control with the WiFi6 (OFDMA schedsuler), 60 GHz links (WiGig), and more 

than 100 GHz links (Terahertz) for indoor locations. 

9.1.4 Quality of predicting CPU consumption to leverage the 

admission control actions (Task3)  

The chapter 7 is touching the emerging topic of the role of an edge and AI in the 

future development of networks to support various applications, verticals and 

use-cases. Here the tight and close cooperation of the workload 

prediction/placement algorithms with a) admission control and congestion 

control on one side and b) the applications supported with AI/ML middleware is 

crucial to assure real-time guarantees but also help in the emergence of new 

applications and use-cases (eHealth, smart city surveillance, optimized waste 

control in PCB designs etc.).  

Several machine learning models including traditional regression models 

and neural network model (LSTM) for time series forecasting were implemented. 

LSTM model is known to be good at time series forecasting but traditional ML 

regression models are also considered here because of the nature of the problem 

to be addressed. It is believed that workload of edge servers in wireless networks 

usually follows a certain pattern. Therefore, such prediction problem, by 

extracting features from the time, can be solved by regression models. These 

models are trained with one-year, hourly-granularity data and are then evaluated 

with root mean squared error metrics. The evaluation demonstrated that the 2-

layer LSTM model outperformed other regression models, with RMSE loss of 

653. In addition, K-step forecast was performed. Assuming the LSTM model has 
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1-week input (i.e. 168-long sequence), one can predict the CPU/energy 

consumption of the following 2432 hours, with subsequent true values observed. 

This is open-loop forecasting because in reality, a system can predict the value of 

the next timestamp given an input sequence. Then it observes the true value of 

the next timestamp, adds to the input and keeps predicting for the future 

timestamps. Other ML models, on the other hand, perform prediction by 

extracting features of a given timestamp. Such predictions are compared with true 

values. The LSTM model proves the most accurate predictions given the true 

values. In the end, a conceptual guideline to implement such models in ORAN is 

provided. 

9.1.5 Quality of the intelligent CAC agent for wireless networks 

(Task4)  

The research work on synthesizing controller for admission of new requests in 

future wireless networks is proving that the appropriate definition of the problem 

of optimization of both blocking and dropping probabilities in the hierarchical 

system approach can lead to improved probability of blocking the UGS 

connections and at the cost of increased blocking probability of the best-effort 

connections. The rewards for accepting connections when using the RL-CAC 

approach will be significantly higher with the proposed approach than with the 

legacy CS-CAC approach. Moreover, author has implemented own approach to 

boosting the learning process with the use of ANN networks to learn the trajectory 

of rewards – by monitoring changes of the Q values in the Q-Learning approach. 

The learning approach attempts modelling the optimization problem as 

hierarchical learning with constraints on both blocking and dropping 

probabilities. It has been shown that on one hand the learned policies can match 

the guard-band CAC schemes but also as proven in literature the further 

extensions of the reward function, definition of state can bring more benefits. 

9.2 REMARKS  

As it can be seen in the above sections the defined research problems (Problem1-

2) as well as the supportive tasks (Task1-5) were successfully addressed by the 

author. It can be concluded in general that the planned achievements were 

reached. Author has delivered multiple models and algorithms that enables 

fulfilling the research problems and tasks and as such contribute to the identified 

challenges for the admission and congestion in the future networks (Table 43). 

The ARAC algorithm provides a customizable solution that can serve the needs 

of operators especially in the current fast evolution of the networks (5G/6G). 

Moreover when combined with the symbol reservation schemes it can support 

resource persistent scheduling as well as serve the congestion control purposes. 

With the ARAC accounting for dynamics in the resource consumption 

characterizing the future networks can be managed.  
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To further customize the admission control the algorithms based on 

learning, and especially utilizing various forms of MDP agents are very suitable. 

Especially interesting is the flexibility of defining algorithm objectives and 

actions that it can consider. The scaling of resources of the 5G/6G ORAN based 

disaggregated networks, is at the moment the very important target that is tracked 

by the author.  

Moreover the multi-RAT solutions as indicated in the chapter 6, provide 

important support, especially when combined with QoE or SINR feedback loop 

towards the RAN controller, that can analyse the status of such quality feedback 

and based on this can adjust the selection of underlying RAT technology. Such 

approach can be suitable to any RAT technologies which can be subject to 

intelligent switching (e.g. dual connectivity, carrier-aggregation) that may 

provide more options for traffic offloading to operators.  

The complete framework for low-cost laboratory configuration (chapter 

5), that enables evaluation of congestion control (and admission control) 

algorithms has been proposed, utilizing the statistical model developed by the 

author. It has been shown in the comprehensive set of tests that such framework 

can provide a useful tool especially when designing control algorithms for video 

delivery in uplink. It is of special attractiveness nowadays when more and more 

proof-of-concept solution for teleoperation of vehicles is showing up on the 

horizon. Even if not for the actual driving at high speeds due to network coverage 

issues, definitely valid for remote assistance when a vehicle has failed to drive 

autonomously.  

Eventually the very promising solution for workload prediction has been 

developed, evaluated and implemented in a form of a python scripts (based on 

multiple predictor models). This solution is of particular interest in order to 

provide efficient support to the future network scaling which will grow in 

importance due to expected increase in the role of edge technologies (e.g. EMDC) 

as presented in previous chapters.  

10 CONCLUSIONS 

On the basis of the analysis, own research, formulated problems and in order to 

prove the thesis, conclusions of a cognitive, practical and further proceedings can 

be formulated.  

10.1 SCIENTIFIC CONCLUSIONS  

By successfully resolving the research problems identified in the chapter 1 

(Problem1, Problem2) author has achieved the main goals of the thesis. In turn 

it has enabled addressing the main hypothesis of the work presented in this 

dissertation. In order to refer to the results of work discussed above (chapter 9) 

below the few distinct dimensions are discussed:  
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• Author has proposed novel contributions that address the gaps identified 

for research in the domain of “admission control for future wireless 

networks” in the section 2.12. Summary of models developed and 

achievements accomplished across the chapters with own contributions 

is presented in Table 43. 

• The main methods used in this dissertation to deliver results of the model 

validation was by using: simulators (5G Vienna, NS2), emulators (own 

model developed based on field data, in chapter 5) but also by using real-

life 5G ORAN network testbed (where author has followed the self-

identified methodology of scenario-based data collection to deliver data 

for predictive model building). The simulation experiments has followed 

the well known methodologies of system and link level simulations (SLS, 

LL). Moreover author has cross-validated the wireless coverage models 

with own measurements performed using self-designed tools (e.g. 

RaspberryPi based QoS probe). The author intention was to compare 

realistic measurements with simulated environment. It can be seen that 

the differences between modelled coverage and the measured one are 

essential (see e.g. Figure 59).  

• The scope of performed experiments has been selected in such a way that 

the coverage of addressed experiments is most comprehensive. The Table 

12 shows that experiments were carried in various directions (UL/DL), 

with different feedback loops (QoE, QoS, CPU), different radio 

technologies (4G, 5G), multiple traffic sources (VoIP, video, 

priority/non-priority traffic). Admission control was studied as a separate 

phenomena (chapters 4, 8) but also in combination with congestion 

control (chapters 0-7). This way the outcomes present the relations 

between elements of the analyses system (of future wireless networks) 

form a multiple directions. Especially considering the combination of the 

resource control in radio (symbols, PRBs) at the level of GoS metrics 

where blocking and dropping probabilities have been thoroughly 

considered for comparing the results of multiple configurations of both 

environment and algorithms. Moreover the computing resources 

consumption were studied for the future deployment of 5G/B5G 

networks at edge in order to propose prediction based solution for scaling 

disaggregated functions of the radio stack (CU-UP) between different 

physical data centres (EMDC). Author has been identified most 

performing prediction architectures of LSTM that exceed  accuracy of 

prediction of alternative models (n-Beats, ARIMA, legacy regressors). It 

has been shown that the achieved RMSE is reasonably lower as compared 

to these approaches (Table 37).  

• The results on wireless link modelling, presented in chapter 5 of the use 

of QoE performance metrics to close the loop for congestion control, 

shows that using such well defined and validated models with the 
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properly designed emulation framework can substantially support the 

process of designing novel controllers for the uplink video delivery, 

especially in the case of mobile terminals (e.g. cars, drones). The 

statistical models defined in Figure 69, Figure 70, has been successfully 

validated for statistical correctness and introduced into the XLS based 

tool (simulator) as well as the own-developed emulator facility. The tool 

can be tuned for any new data collected from the field tests (e.g. 

automated with drone mission) to provide extended customization 

capability. 

• In case of own-research the solutions proposed for admission control, 

author has referenced the results existing already in the literature as 

baseline, in order to assess the current status and based on such 

knowledge divide alternative solutions. The results presented in chapter 

4 for the ARAC modifications highlighted in Figure 26 and Table 18 

(algorithm compensates for batch arrivals, modulation changes, 

connection finalizations) show that the algorithm can work well in case 

of the future networks densification where intensity of handovers and 

modulations changes is expected to grow substantially. The latency 

improvement for VoIP traffic attributed to the priority traffic class (but 

with legacy scheduler) can be seen in figures Figure 39 - Figure 43, despite 

the fact of compensating for dynamics of MCS changes, sessions finished 

and batch arrivals. Also when comparing the proposed ARAC 

modernization with the precursor from literature nscARAC it can be seen 

that although more compensation has been included by author (i.e. 

algorithm is more robust to changes), the results of the two algorithms 

are comparable and even ARAC provides 5-8% lower 𝑃𝐵 for arrival 

intensity 50-250 conn/min. ARAC can account for the additional 

resources released by recently terminated calls which is visible for 

highest level of connection arrivals (departures) - Figure 47. In addition 

ARAC when compared to the EMAC guarantees QoS for all connections 

admitted and there are no connections with “bad QoS”, i.e. which 

network failed to assure quality to. In addition to the ARAC author has 

also contributed to the modernization of the DHCAC algorithm by 

providing the updated definition of the decision rule (in equations: (4-4) 

and (4-5)). The expected results of such modification where studied 

theoretically and depicted in the figure (Figure 21), showing more 

relevant estimation of „non-GBR” resources in case of more bandwidth  

• The generic algorithm for GBR traffic admission was introduced in 

Figure 22 in order to serve as meta algorithm that deals with degradation 

of “non-GBR” connections that can now be better addressed once the 

congestion control modelling framework was defined in chapter 5. These 

results are crucial to support practical prototypes for teleoperation of 

cars/vehicles e.g. [234]. 
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• Moreover with the design of the RL-based admission control that 

considers the blocking and dropping probability limitations in a 

hierarchical approach, it has been shown that such approach leads to 

improved GoS (lower 𝑃𝐵 and 𝑃𝐷). This is an attractive result as further 

improvements can be introduced when augmenting state definition with 

the new actions e.g. “scale CU-UP” once the framework introduced in 

the chapter 7 in the future research. Especially interesting from the point 

of view of addressing computing resources overload is the k-step 

prediction enabled by LSTM solution which in practice can lead to 

additional time to scale resources without penalty of increased 𝑃𝐵 and 𝑃𝐷  

when the seasonal of temporal computing demand fluctuations.  

Moreover additional user traffic can be added to the network that without 

such solutions could have been overloaded earlier. 

By targeting the Problem1, the second major goal was accomplished owing to 

assessing the status of existing prior-art CAC algorithms, identified directions for 

its development, proposed modernized solutions (ARAC algorithm, QoE 

framework, LSTM workload prediction suited to 5G/B5G ORAN virtualized 

networks, RL-CAC agent for learning CAC policies online with both Q-Learning 

and SARSA boosted with ANN for shorter learning times, as well as the 

intelligent and QOE based switching of video traffic between cellular-licensed 

and unlicensed (WiFi based) access networks (chapter 6). The proposed solutions 

provide a portfolio of solutions that is not only useful in the transition form the 

current 4G to 5G networks but can be robust enough to assure continued evolution 

towards 6G networks in near future. Solving the Problem2 and thus 

accomplishing the goal behind it, was possible by proposing the modernized CAC 

algorithms (mDHCAC, ARAC) which are not only improving quality in the 

existing 4G/5G networks, but are suitable to deal with their evolution in the future 

– especially considering networks trends of i) densification, ii) centralized control 

and cooperative RRM, iii) increased use and role of AI/ML solutions especially 

in the control plane.  

The accomplishment of the Task1 addressed in the chapter 1, has been 

achieved by proving that it is possible, valuable and future-proof to deliver 

models (statistical model for losses and packets delays in wireless mobile 

channel) that can be deployed in a simple lab-based environment, in order to deal 

with high-fidelity wireless link modelling and design QoE/QoS based video 

controllers (and supported with local radio feedback). This result is of special 

importance to the use-cases with tele-operated vehicles. By completing the Task2 

– author has defined the role of intelligent traffic offloading presented in chapter 

6 can be very useful tool for operators, especially in the case where currently on 

the competitive market, there are initiatives where subscribers are incentivized to 

become also operators of local networks (WiFi, 5G). Proposed algorithm (Figure 

82) can support the regular networks for daily operation but can as well be 

suitable solution for improved delivery of capacity for crisis management, where 

ad-hoc capacity delivery (e.g. by means of carrier aggregation, dual-connectivity 
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or multi-RAT) can be promising solution, leading to improved control of the QoE 

when supported by intelligent RAT switching by QoE/SINR based algorithms at 

RAN controller (e.g. RIC). The proposed solution is actually suitable also for the 

dual-connectivity as well as the carrier aggregation approaches, as they share 

commonalities with the multi-RAT context. Where the only differences is the 

type of spectrum as well as interfaces and means to activate additional resources. 

As regards the unification of the approach the deployment of QoE-RANC and 

SINR-RANC algorithms as xApps can largely support this goal. The research 

towards efficient prediction algorithm aimed at addressing the Task3 goals for 

the scaling of disaggregated RAN networks now and in the future, has proven 

that properly tuned LSTM mechanism applied to workload prediction is capable 

to provide additional (lead) time for performing OAM activities, at operator side, 

in order to prepare provisioning more instances of selected protocols (CU-UP in 

this thesis) on demand and well aligned with the existing orchestration 

frameworks (e.g. Kubernetes). Combining the proposed time-series prediction 

with workload placement (i.e. as introduced in chapter 8) would additionally 

contribute to accomplishing the Task4, by simply extending the state definition 

by adding actions related to CU-UP scaling. This way further customization and 

synergy of learning at various control plane modules (workload prediction, 

workload placement) but aligned under common RL-CAC algorithm, can further 

bring benefits to customers and operators. Such approach naturally coexists with 

policy (and intent) based network management as available via already existing 

interfaces of e.g. A1 (ORAN). Reaching objectives indicated by the Task5 by 

providing the methodology enabling the above and future modernizations of 

control plane RRM algorithms (irrespective if they are related to optimization, 

modernization or innovation) was done by introducing the ML learning-based 

workload prediction and placement framework. This framework is suited well 

with the current and future architectures of edge computing platforms. Such 

splatforms are characterized by common denominators of: the data-driven nature, 

learning-based operation, cross-layered approach (to deconflict optimization 

directions), etc. The Figure 95 shows the proposed evolution in the way such 

mechanisms should be designed and cross-dependencies between them should be 

considered. Nevertheless, the utmost importance for attaining is the high energy 

efficiency and energy consumption minimization - which should be always be 

priority for the future proof network designs.  

10.2 PRACTICAL CONSIDERATIONS 

The solutions provided by author bring a consolidated design and provisioning 

framework that can be interesting suite of models and tools for future small-scale 

operators (e.g. neutral host) where the learning and deployment of models, should 

be efficiently deployable on the edge servers with highly varying traffic loads 

(AI/ML based application workloads) where the 5G/B5G workloads to some 

extent compete for computing resources. Dynamic scalability of resources (CU-



POLITECHNIKA BYDGOSKA IM. JANA I JĘDRZEJA ŚNIADECKICH 

 

255 

 

UP to start with) gives operators additional leverage for more sustainable network 

deployments. Low-cost and validated in the field, laboratory solutions supporting 

efficient design of control algorithms for uplink video delivery will be interesting 

enhancement of the future use-cases where e.g. drones can be instructed with 

QoS/QoE probes in order to perform regular scanning of coverage area in order 

to help tuning the algorithms for dynamic (and potentially also learning-based)  

video controllers, that aim at improved quality of remote control and e.g. crisis 

situation assessment.  

10.2.1 Recommendations for video controller synthesis 

The practical dimension related to the research performed in the chapter 5 can be 

summarized by the collection of identified recommendations for the controller 

designers: 

• Transcoder along with tools necessary for feeding video to it in case of 

streaming local file (transcoder must be provided with a video stream 

from external source e.g. video player or camera) is a resource draining 

task. The tests executed by the author, showed that, computers with 

significantly more processing power are introducing visibly less QoE 

degradation 

• The use of IP camera instead of the complete “Streaming Server” 

component in tests showed, that transcoder combined with the FFMpeg 

is most resource hungry part of currently tested architecture. Test 

performed with an IP camera, shows that with similar settings of video 

stream at transmitter, degradation of video QoE was significantly lower 

than with use of transcoder, especially considering the Freezing metric. 

In this case, different stream profiles specified in camera settings was 

used to mimic changes done by transcoder. Tests also proved that (non-

transcoded) stream from the IP camera is slightly more resilient against 

emulation, but such situation is probably an effect of camera lower 

requirement for resources in comparison to transcoder. 

• Usage of UDP or TCP protocols may vary based on user specific 

applications and needs. As the approach followed in the thesis is mostly 

based upon video with TCP protocols (e.g. RTMP), most of tests were 

performed with usage of TCP. However, the series of tests were 

performed for purpose of both protocols comparison. As expected from 

a nature of mentioned protocols, the use of QoE probe indicated that UDP 

introduces significantly higher Blockloss value while TCP introduces 

significantly higher Freezing value (it is assumed that it is caused by 

retransmissions). Although overall quality seemed better with use of 

TCP, the tests showed that UDP will serve better in scenarios where 

video fluency is prioritized, while TCP will shine in case where smooth 

playback is not as important.  
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• The use of MIMO antennas greatly improves QoE when in NLOS or with 

the mobility enabled. The most recommended solution here is to utilize 

the miniPCI version of Teltonika modem or an alternative external 

4G/5G router also from Teltonika. These modems have been integrated 

with the prototype Controller.  

10.2.2 Recommendations for video controller architectures 

Summarizing the findings of the QoE metric-based congestion controller 

evaluation, it is recommended to consider the following adjustments when 

designing video controllers for use with wireless mobile networks:  

1) Adjust video bitrate followed with the resolution updates - it can be 

problematic to decrease video’s bit rate significantly while not changing 

its resolution.  

2) Transcoder (TR) buffer adjustment - It is important to know that the 

transcoder by default is set to inject a small latency, which means that it 

contains a buffer of customized frame size that causes about delay 

according to how much frames such buffer contains. Therefore, the 

operator is able to customize the buffer size. If the buffer’s size increases 

the quality of a video is better but it decreases the reaction rate at the 

transmitter, when receiving information about signal quality of a 

network.  

3) Video codec vulnerability to network packet losses (e.g. H264) – 

considering optimizations of the feedback loop it needs to be considered 

that even single video frame lost may cause further loss effect. Therefore 

it might be an option (for future) to consider using MJPEG standard as 

alternative solution for adaptation of video encoding, which is not 

causing many bad effects for entire traffic after losing few frames.  

4) Video stream modifications at camera level - dealing with dynamically 

changing network conditions it is also possible to not perform any major 

changes within transcoder in terms of bit rate of a video stream, but 

instead change the camera’s profile, which can be pre-set before scenario. 

But this is an alternative solution not evaluated in this thesis due to its 

scalability issues. Each camera vendor offers its proprietary API, with 

various configuration parameters, and technical specificities to be 

considered for successful realization of such adjustment. 

5) To deal with QoE evaluation and emulation on the single machine, 

the provided computing resources need to consider the minimum 

requirements, otherwise the distortions at QoE level may not only be due 

to wireless emulation but due to not enough computing power. And such 

situations might not be easy to identify. 
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10.2.3 Implications of CPU prediction for the RRM in future 

networks 

Let us assume availability of a well-established O-RAN network or testbed. In a 

general AI/ML workflow defined by O-RAN alliance, the machine learning (ML) 

models need to be trained and validated before deployment. Therefore, the LSTM 

models introduced in chapter 7, should be trained in a machine learning and 

training host (MTH). Such host can be located in vicinity of non-real-time RIC 

(NRT RIC) or at Service Management and Orchestration (SMO) but outside the 

NRT RIC or even near-real-time RIC (nRT RIC). Since it takes time to train a 

decent deep neural network model, it may be more realistic to host MTH in SMO 

(outside NRT RIC). Data (such as workload statistics and measurements) from 

edge servers is collected and used to train the initial model. The fully trained and 

well validated model is then sent to the NRT RIC which acts as a “machine 

learning inference host” (MIH). This is where prediction is performed. The NRT 

RIC can send the inference to the nRT RIC via A1 interface so that the latter can 

perform such action. This could be done with the xApp in a nRT RIC. For 

example, with a high workload forecasted for a particular edge server, the traffic 

steering xApp may operate to offload traffic to servers with lower workload 

(forecasted) in advance to avoid possible congestion. The performance of the 

model is monitored and retrained when degradation is detected. 

The architecture of utilizing LSTM based workload prediction models was 

proposed, considering industrial trends of using cloud orchestrators like the 

Google Kubernetes along with AI/ML middleware architectures for edge data 

centres [22]. Such solution was introduced into the commercial 5G ORAN system 

as it has been identified by vendor as essential enabler of highly adaptive network. 

10.3 RECOMMENDATIONS FOR FUTURE WORK 

Author would like to indicate that although the assumed research problems (and 

related tasks) were accomplished – as presented in the previous sections and 

chapters (4-8) – the research work performed has brought multiple inspirations 

for the further research. Below the most important ones are mentioned:  

• The research problem addressed in the chapter 7 has been accomplished 

to the level of studying the optimal model for prediction of  the CPU 

consumption and as such properly addresses the research questions and 

task identified. Still the next step could be to i) build open data-set with 

more comprehensive set of measurement scenarios to deliver reliable 

data for the community, to enable model design and evaluation as 

according to the best knowledge of the author availability of such models 

is very limited, ii) moreover the design of the workload placement agent 

will need to follow and augment the workload prediction model in order 

to assure complete solution. Author has already contributed above 
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proposal of predication based CU-UP scaling, towards proof-of-concept 

implementation in the real 5G ORAN network.  

• The CAC algorithms described in chapters 4 and 8 should further be 

studied from the particular perspective of the cell-free networks as well 

as the NOMA networks. These two according to the prior art analysis 

(chapter 2) and author best understanding are important directions to 

study due to expected growth in deployments of small-cell networks in 

the coming years. The process already started and operators will soon see 

the outbreak of the small cells in their vicinity – these can be 

crowdsources (community driven) approaches or deployments driven by 

e.g. the OTT players in the competitive market (e.g. Google). Here of 

special interest is the general model for CAC that can deal with multiple 

technologies at same time (e.g. multi-RAT, NOMA, cell-free) as the 

networks will be combining multiple techniques to maximize the 

capacity. And the increase in available spectrum, within the mid-band but 

also available at the mmWave bands will only be able to offload some 

part of the traffic (say 20-45%).  

• The above future extensions would particularly need to consider 

o Private, private public network configurations 

o Cooperation between cellular and cell-free networks 

o Various mix of services (i.e. verticals or slices) 

o Capacity sharing in the context of the neutral host architectures. 

As future work author plans to deal with video controllers that learn from 

experience (i.e. history based) or can adjust to the location (also based on some 

previously observed network parameters in a location).  
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12 ANNEX A  

12.1 MEASUREMENT TOOLS VALIDATION 

The diagram Figure 125 shows the connectivity layout for performing validation 

of an open-source measurements tools (MGEN, Wireshark) with the commercial 

IXIA XM2 traffic generator and analyser. 

 

Figure 125 Initial system set-up for validation measurements 

Both source and destination hosts (PC1, PC2) were running Wireshark and 

collecting all the packets transmitted through network interface. Captured packets 

were processed offline by a dedicated script used to calculate IP packets end-to-

end performance statistics. The script uses files created on source and destination 

hosts, de-encapsulates both data sets there, and from each packet identifies 

information about its length, timestamp, and some additional statistics for higher-

layer protocols such as RTP e.g. sequence number of RTP packet. This 

information is then used for calculating delay, throughput and jitter.  

 

This section focuses on the preparatory stage before measurement campaign of 

video streaming services in 4G/5G networks. Author has successfully prepared a 

complete environment that relies on low-cost IP performance measurement 

software. It has been shown that the software provides accurate measurements 

when validated using professional packet generator/analyser IXIA XM2. It has 

been also shown that it is quite straightforward and cost effective to realise GPS 

synchronisation using the self-developed platform based on Raspberry Pi (cost of 

a unit ca 100 EUR) with GPS module attached. Moreover it has been shown that 

making the environment more portable with virtual machines is not feasible due 
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to inherent problems with time synchronisation between physical and virtual 

machines. During this stage of tests a great number of laboratory tests were 

performed. These results show that current level of delays as well as the 

throughput is sufficient to enable video transmission in stationary conditions (and 

good radio coverage). The same behaviour has been confirmed for mobile tests 

with mobility in the range of 10-30km/h in the range of 1km from base station.  

12.2 RADIO TRACES 

In order to collect traces the dedicated hardware was designed and developed. It 

was based on Raspberry-PI computer equipped with GPS module and 4G modem. 

The GPS signal was used for obtaining geographical coordinates and also for 

synchronizing internal clock with using NTP protocol. A 4G modem provided 

detailed information about current state such as signal strength, modulation etc. 

The Raspberry PI computer was installed among other with the MGEN 

application which was able to continuously send data in the uplink direction to 

server. GPS coordinates and modem details were collected every second and 

added to the packet payload sent by the MGEN application, additionally MGEN 

added precise timestamp for each packet sent. Such hardware equipped and 

configured was used to sending data when moving through areas covered by 4G. 

The server which received data was also synchronized with using NTP protocol 

and was able to determine the network delay, instantaneous and average rate. 

Traces gathered from real life measurements are presented in the form of CSV or 

XLS files. The internal script is able to gather required metrics, based on needs 

of specific scenarios. Information able to retrieve by our approach include: 

• Exact timestamps of packet sent and received 

• IP addresses of transmitter and receiver 

• Traffic type (UDP, TCP, other) 

• Packet sequence number (for purpose of further Loss estimation) 

• Packet size in Bytes 

• Signal Strength (RSSI) in dBm and percent or dB value of Signal Quality 

(CINR) 

• Modulation changes for both Uplink and Downlink direction 

• GPS coordinates of mobile nodes 

What is important to note, is a fact that data mentioned above are gathered for 

each subsequent packet, meaning that measurements with higher bitrates provide 

more accurate data for emulation purposes. For example, in a 5 min window, a 

128 Kb/s traffic may transmit approximately 6000 of packets while 1Mb/s traffic 

ten times more (nearly 60000 packets), therefore significantly more packets 

provide more detailed and accurate information. 
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12.3 DELAY MEASUREMENTS 

All measurements have been performed with the CBR traffic in uplink direction, 

and packet size is equal between tests and set to 1370B. This is selected to mimic 

the size of RTP video packets. The Table 1 shows comparison of average delays 

and jitter between measurements with IXIA and MGEN. For each measurement 

the average results are estimated and then compared to estimated average results 

of the whole test. The ping tool does not allow measurements of jitter at all, and 

IXIA seems not to support directly the jitter variation. All measurements have 

been repeated at least 10 times and each flow lasts 15 seconds. 

Table 44 Validation results for MGEN (using commercial generator IXIA) 

Packet stream Pkts/sec OWDavg 
OWD 

 (std. dev.) 
IPPVavg   

Mgen 1024 bitrate 93 39.23 10.00 7.24 

IXIA 1024 bitrate 93 36.48 6.68 - 

Mgen 512 bitrate 47 45.63 13.60 11.95 

IXIA 512 bitrate 47 42.53 10.94 - 

Mgen 256 bitrate 23 54.61 10.21 17.28 

IXIA 256 bitrate 23 53.08 17.98 - 

Mgen 128 bitrate 12 60.14 4.30 5.85 

IXIA 128 bitrate 12 59.84 7.94 - 

PING (32B) - 72.61 5.26 - 

It can be observed that the measurements performed using IXIA and MGEN in 

laboratory conditions are close to each other with ca. 3-8% inaccuracy (given 

same bitrate of a stream for pairwise comparison). The difference between 

measurement values can be explained by the 30-60us additional delay per packet 

that is introduced when performing readings with MGEN. Next step was to assess 

whether measurements using Wireshark provide satisfactory accuracy as 

compared to IXIA and MGEN assuming identical network setup. Source and 

destination packets were correlated by using RTP sequence number, and for such 

a pair of packet delay and jitter were calculated.  

Table 45 Comparison of accuracy between MGEN and Wireshark 
 

OWDavg [ms] 

(std.dev.) 

IPPVavg [ms] 

MGEN 43,52 (14,66) 9,2 

Wireshark 43,11 (14,66) 9,1 

The delay was obtained by subtracting destination timestamp from source 

timestamp, which is consistent with an approach defined by the RFC2679 with 

the exception that timestamps were not included in transmitted data but were 

added by Wireshark. The IPPV metric was calculated in compliance with the 

RFC3393 and throughput was calculated by summing up all packet lengths in 
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defined period of time that is compliant with the RFC6349. Measurements 

collected in Table 2 have been derived from a stream of 2800 thousands packets. 

The clear conclusion can be made that it has been positively validated that the 

derivation of packet statistics using data captured either with MGEN or 

Wireshark exhibits only differences at the level of microseconds. Such 

inaccuracy is negligible for the IP packet measurements needs.  

12.4 TIME SYNCHRONISATION OF MOBILE TERMINALS 

Accurate end-to-end measurements in an outdoor environment require a precise 

time-synchronisation solution. As it was presented in the literature review 

chapter, there are issues in synchronising end terminals clocks, over wireless 

channel. To cope with this issue we focused on establishing a reference time 

source on each end of the connection. Therefore as a final result of author’s 

investigation, the Raspberry Pi (RP) equipped with Adafruit Ultimate GPS 

MTK3339 receiver was chosen as equipment for synchronising clocks of both 

measurement end-terminals.  

Table 46 Delay measurements for validating time synchronization 

Average Delay [ms] each end-point 

connected to its local time server (on 

Raspberry Pi) 

Average Delay [ms] one of the end 

points acting as NTP server 

43,50 45,63 

According to the gathered insights and logs observed GPS synchronisation seems 

to be a lot more accurate than NTP daemon solution (10 fold improvement in 

accuracy). Our test proved that such GPS solution is more  trustworthy, also 

important to note is fact, that it will be a lot easier to adopt it in case of mobile 

tests, where usage of NTP daemon solution will be unavailable or may have suffer 

significant negative impact of weak, or dynamically changing wireless internet 

connection. 
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13 ANNEX B  

13.1 TEMPORAL ACTIVITY, SPATIAL ACTIVITY METRICS 

It has to be highlighted here that at time of evaluating the proposed solution, the 

combination of transcoder and the QoE metrics haven’t so far been tested together 

in the realm of QoE based online feedback. So there was no past evidence of 

utilizing the two (and its efficiency) for this goal which we could base. Some 

valuable QoE metrics have been identified that support security scenario. For 

details on how the tests were configured and executed please refer to the  Annex 

D. For additional information about available QoE statistics and its definitions, 

please refer to Chapter 2. From the prior art study there – the two metrics can be 

utilized as initial parameters that may help determine proper control actions for 

the video controller given the target of identifying dynamics of the scene: 

Temporal Activity (TA) and Spatial Activity (SA). Temporal Activity provides 

the information about the motion activity in an image. Spatial Activity on the 

other hand determines the amount of image detail. By analysing both metrics 

simultaneously at a constant rate, it is possible to monitor what is in the focus of 

the camera and thus constantly evaluate whether there is a movement in the video 

feed (which might be the reason to activate other QoE metrics) or not. If the level 

of motion captured and the need for details in the video stream increase, values 

of those metrics increase as well. By monitoring the visual activity on the video 

stream, it is possible to adjust other QoE metrics in order to maintain the highest 

quality possible of a reference video for a given situation e.g. specific 

requirements. Values of the most relevant QoE metrics (use-case based) should 

be mapped to different transcoder optimization parameters e.g. bit rate, FPS, 

resolution.  

13.2 EVALUATION OF QOE METRICS FOR SURVEILLANCE 

REAL-TIME VIDEO ADAPTATION 

From the variety of statistics gathered for delivering surveillance video over 

challenging wireless channel, three of the most important include: Blockloss, 

Freezing and Blockiness. Figure 126 shows some of the measured statistics from 

video tests that were carried out for different bit rates and FPS values and 

compared to the original video with the most important statistics highlighted. 

These metrics serve as base reference for performing the tests. Within these set 

of tests, two following types of video were tested: 

• Low quality video with low resolution and destructive compression (TV 

news) - bitrate: 2.5-3 Mbit/s 

• High quality HD video with high resolution and efficient compression 

algorithms (movie trailer) - bitrate: 0.5-1 Mbit/s 
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Figure 126 Some of the measured statistics from video tests 

For low-quality videos there were no essential differences in results for different 

transcoder settings as there were no noticeable differences between the best and 

worst cases when QoE is considered. For high-quality videos, the differences in 

results were more significant, where difference between best and worst cases 

fluctuated between 5 to 20 percent in particular metric readings. 

During the tests videos were collected for further visual analysis by the tester, 

where quality of videos based on human perception was correlated to the statistics 

calculated via QoE Probe [233]. It is worth mentioning, that quality of low-

bandwidth video was poor, as there were visible blocks or video errors introduced 

by encoding process. For high-bandwidth videos however, output quality was 

good and comparable to the initial video. Therefore to achieve the best results, 

transcoder bitrate should be set at least to the bitrate of the input video.  
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14 ANNEX C 

14.1 NETWORK EMULATION TOOL  

Network emulation tool uses real values of modulation, bitrate and delay from the trace 

file, it allows defining all crucial parameters described in chapter 4 such as OFDM 

symbols count, frame duration and various overheads. The application provides a 

possibility of defining users' activity in certain time, for each user it is possible to define 

the type of traffic (rtPS, best effort), negotiated minimum and maximum bandwidth, and 

priority as well as particular activity in certain time i.e. whether user is active or not, the 

requested bit rate, and loss factor. Basing on the data read from input file and data 

configured directly on the TBONEX GUI, the application calculates rate, delay and loss 

for users that would like to send data in given network environment. As the output the 

application produces two scripts that have to be run on the Linux host. Additionally it 

also visualizes input and output data on embedded chats. The logical concept of the 

TBONEX  application is presented in the figure Figure 127. 

The TC output script contains a set of commands for traffic control. It creates hierarchy 

of traffic control nodes such as qdisc, class and filters, and attaches the hierarchy structure 

to the outgoing network interface. For each user it creates the following set of traffic 

control nodes: HTB (Hierarchical Token Bucket) class that is used to limit bandwidth 

rate; NETEM qdisc for defining delay and loss for the user's flow; and filter which 

redirects user's flow to particular class and qdisc basing on the source IP port of 

transmission. Additionally, for isolating any other traffic from the simulated transmission 

the script defines qdisc and filter for all remaining traffic flowing through the interface 

and passes ad it is them without any disturbing. The script manipulates rate, delay and 

loss for each user by changing parameters of particular htb class or netem qdisc, thus it 

simulates situation in real world where those parameters change depending on 4G/5G 

network condition. The other script that is produced by the application is the input script 

for mgen application. Mgen (Multi-Generator) is open source software used to generate 

network traffic according to patterns defined in input file. 

https://utpedupl.sharepoint.com/sites/AdamDoktorat/Shared%20Documents/General/mitsud3.3%20(FINAL)
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Figure 127 TBONEX logical view 

The generated script provides a configuration file for the MGEN, it defines the traffic 

rate in certain period of times, and it can support two scenarios: 

• Scenario#1: Mgen sends data according to the requested video rate. 

• Scenario#2: Mgen sends data based on instantaneously emulated channel 

bitrate (policing mode). 
The first scenario (Scenario#1) is simpler and mgen generates traffic with the rate 

defined as requested rate regardless of the network condition. The main burden of 

controlling rate takes the first script. The second approach (Scenario#2) simulates a 

situation when the video stream gets adapted to network condition. In this scenario 

mgen produces traffic equal to the allowed rate - it means that the same rate that is set 

by the traffic control is used by the mgen. The second mode entails a need of exact 

synchronization of traffic control and mgen scripts. The source data rate limited by 

traffic control and the bitrate produced by mgen should be tightly controlled and 

changed in exact the same time. The problem was not completely solved yet, despite of 

the same high microsecond accuracy between the scripts, the traffic control script was 

executed for a longer time than the mgen script. It happened due to variability of 

executing traffic control commands. The main concept of the bandwidth limitation 
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performed by scripts produced by the TBONEX application is presented on the picture 

below (Figure 128). 

 

Figure 128 TBONEX – approach to enforcing channel traces at the OS level 

In order to use real video stream sent from external device instead of traffic generated 

locally by MGEN and still have the possibility of using traffic control on outgoing 

interface there is another dedicated application developed. It receives stream from 

external host or device and sends them to destination from local port. It is simple 

application that redirects a stream and allows traffic control to manipulate them on 

outgoing interface. Additionally it is possible to equip this application with simple 

shaping mechanism (see Figure 57, Figure 58). 
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15 ANNEX D 

QoE related measurements supporting “security scenario” development are prepared 

below. In order to perform preliminary tests of the video quality for security scenario 

the “QoE monitoring” tool was installed in the local testbed. 

15.1.1 Software 

Regarding the whole testbed, two separate PCs were used: first hosting the transcoder 

and the second for receiver. Laptops were connected via LAN cable through dedicated 

router. Following software components were installed on both machines 

- Ubuntu 14.04 LTS x64 

- ffmpeg codec pack: required to capture, encode and stream video data 

- wireshark: used to analyze network traffic as well as to create statistics and 

graphs. 

- as a transcoder, i2cat Media Streamer available at https://github.com/ua-

i2cat/liveMediaStreamer was used. 

- on the receiver side, a dedicated Python script was written to capture video 

data, pass it to mitsu application in order to get statistics, and finally generate a 

report. 

15.1.2 Performance 

In the preliminary tests stage, we considered alternative testbed configurations as well: 

- two virtual machines on the same box: one for the transcoder, another for the 

receiver 

- transcoder installed on the virtual machine (guest machine). Receiver installed 

on the master host. 

These two solutions were easier to set-up, but during testing phase we found that 

offered performance was not acceptable on our testing platform (Intel i3, dual core 

machine): 

- CPU usage was between 200% and 300% 

- FPS on the receiver part was below 2 FPS, which was not acceptable  

- in the transcoder logs, we could find following error: 
livemediastreamer output:  ERROR [Utils.cpp:478] - Frame 

discarted by AVFramedQueue  
livemediastreamer output:  WARN  [Utils.cpp:450] - Your 

computer is too slow  

Switching to two PCs mode solved all the performance problems. 

15.1.3 Configuration 

The whole video processing chain involves following operations: 

● on PC1 

https://github.com/ua-i2cat/liveMediaStreamer
https://github.com/ua-i2cat/liveMediaStreamer
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○ capture video stream from the camera or video file, encode it to 

desired format and start streaming it using RTP. This task was 

managed via ffmpeg. 

○ collect all available RTP streams and transform them into single 

RTSP stream. This was managed by the transcoder deployed on local 

Tomcat server. 

● on PC2: 

○ a dedicated Python script was written in order to perform following 

steps: 

■ invoke cvlc (command-line VLC) in order to capture RTSP 

data and save it into 20-seconds long MPEG-4 files. 

■ For each session (fixed combination of video parameters), 10 

video files were recorded in order to average the results. 

■ invoke mitsu application in order to process consecutive 

video files and generate statistics for them. 

■ Collect statistics from all processed filed and combine them 

into single CSV file. 

For reasons of compatibility CSV file was chosen to be imported into any data analysis 

tool like MS Excel. 

 

Figure 129 
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Figure 130 SW configuration 

 

15.1.4 Procedure 

Testing procedure used in order to: 

● multiple configurations were tested in the testbed. We tried to determine how 

changing single video parameter can affect the output results. Following video 

parameters were tested: 

○ FPS  = {1, 5, 10, 20, 30} 

○ bitrate  = {0.125, 0.25, 0.5, 1, 2, 4 Mbit/s} 

○ Resolution = {320x240, 640x480, 1366x768} 

● For each combination of tested parameters, 10 short videos were captured on the 

receiver side. 

● Statistics were calculated for each file using mitsu application. 

● Once all the videos were processed, all the statistics were dump into a CSV file. 

Following parameters were calculated by the mitsu application and stored into the 

output CSV file: Blackout, BlockLoss, Blockiness, Contrast, Exposure, Flickering, 

Freezing, Interlace, Letterbox, Noise, Pillarbox, Slice, SpatialAct, Temporal. Sample 

results for Blockiness are available in table below (Table 47).  

Table 47 Blockiness – sample results 

Blockiness Average Median 
Standard 

deviation 

1280_720_15_0125 1,4750 1,4058 0,2288 

1280_720_15_025 1,4148 1,3559 0,2004 

1280_720_15_05 1,4039 1,3040 0,1929 
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1280_720_15_1 1,5560 1,5741 0,2391 

1280_720_25_0125 1,5460 1,4882 0,2733 

1280_720_25_025 1,4098 1,4171 0,0985 

1280_720_25_05 1,4907 1,4644 0,1922 

1280_720_25_1 1,5685 1,5428 0,1835 

1280_720_5_0125 1,5350 1,4577 0,2223 

1280_720_5_025 1,5866 1,5690 0,1994 

1280_720_5_05 1,6097 1,6497 0,1460 

1280_720_5_1 1,4381 1,4076 0,1798 

input video 1,1125 1,1116 0,0331 

 

Format of the first column is as follows: WIDTH_HEIGHT_FPS_BITRATE. 

Statistical functions: Average, Median and Standard deviation were calculated 

for sequence of all output videos processed with given set of input parameters. 

Figure below shows some of the measured statistics from video tests that were 

carried out for different bit rates and FPS values and compared to the original 

video with the most important statistics highlighted. Within these set of tests, two 

following types of video were tested: 

• Low quality video with low resolution and destructive compression 

o raw DV file: http://samples.mplayerhq.hu/DV-raw/voxnews.dv 

(TV news) 

o Bitrate: 2.5-3 Mbit/s 

• High quality HD video with high resolution and efficient compression 

algorithms. 

o HD video: https://vimeo.com/120987382 (movie trailer) 

o Bitrate: 0.5-1 Mbit/s 
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16 ANNEX E 

The diagram showing how the simulation environment architecture was prepared 

in order to deal with parallelization of simulations.  

 

Figure 131 Architecture of the simulation parallelization environment 
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17 ANNEX F 

Test series1 overview. The two different tests were performed: 
• Test A – 30 minutes tests with the following activities: 

o “No emulation” - during the first 5 minutes of the test there is no 

emulation, computers are connected directly via Ethernet cable. 

o “Emulation enabled but scenario turned off” - during the next 5 

minutes emulator was activated but emulates no scenario. We 

wanted to see if the emulator itself introduces any disruptions to 

the video traffic. 

o “Emulation enabled with ramp-up #1” - in the next 4 phases of 

the test we introduce the cycle of ramp-up and successive ramp-

down phases, where the delay is first increased in cycle of 50ms-

100ms-200ms-500ms and then decreased in reverse order back 

to the value of 50ms in the same manner. Each single step lasts 

for 60 seconds. 

o “Emulation enabled with ramp-up #2” - two series of ramp-up 

and ramp-down cycles are performed (i.e. the speed of changing 

steps is 2-times higher than in “ramp-up#1”. 

o “Emulation enabled with ramp-up #3” - four series of ramp-up 

and ramp-down cycles are performed (i.e. the speed of changing 

steps is 4-times higher than in “ramp-up#1”. 

o “Emulation enabled with ramp-up #4” - eight series of ramp-up 

and ramp-down cycles are performed (i.e. the speed of changing 

steps is 4-times higher than in “ramp-up#1”. 
Figures (Figure 132 and Figure 133) present results of above mentioned tests of the 

Blockiness and  Blockloss with the trace divided into “test cases”. 

 

• Test B – 20 minute test where each 5 minutes we changed the emulation 

scenario in the following sequence: 

o Test scenario sequence: UTP Parking > Choszczno Stationary > 

Choszczno Mobile >  UTP Walk 

o UTP Parking - it is the low mobility scenario, where 4G modem 

is deployed inside the car, and the car makes circles on the path 

which coincides with 100 meter radius circle, nearby to the BS 

antenna - in the direct vicinity of the BS (around 100 meters from 

it). There is a direct radio line of sight (LOS).  

o Choszczno Stationary - it is the stationary scenario where 4G 

modem is deployed in stable conditions and doesn’t move. Radio 

channel quality is very good as the modem is in direct exposition 

of the BS signal (LOS).  

o Choszczno mobile - it is average mobility scenario (20-30Km/h) 

in the suburban district. The 4G modem is deployed in the car, 

with antennas attached to the roof. The car moves on the square 
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of streets which are located ca. 2 kilometres from the BS. While 

driving through the streets the radio modem experiences LOS-

NLOS conditions interchangeably.  

o UTP Walk - here the 4G modem was carried by a person who 

made a walk around the buildings of the university. At certain 

locations the modem was almost totally losing the LOS visibility 

of the BS. The walk was rather slow and in the direct vicinity of 

the BS.  
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18 ANNEX G 

 

For the test3 we have found that the higher the target rate the more CPU usage of the 

FFMpeg, which consumed vast majority of the CPU - when measured with the “top” 

command inside Linux OS. The command used when streaming local file at to the 

Streaming Streamer was: 

ffmpeg -re -i 1.mp4 -map 0:0 -vcodec libx264 -bf 0 -f rtp 

rtp://localhost:5004 

When we streamed video via FFMpeg the frame rate presented by FFMpeg started at 

maximum level and then slowly ramped-down and stabilized at around 15fps.We have 

defined hypothesis that it means that the computer used (laptop, i5) is not powerful 

enough. Below three tables are presented with an overview of measurement results for 

the laptop case. It has to be noted that only the metrics with most visible differences 

between tests were presented. The metrics where there was no difference at all - are 

removed. 

Table 48 Test results  

QoE 

Metric 

(highest 

differenc

e only) 

Test1 Test2 Test3 

Rate = 1Mb/s 

Blocklos

s 

  

 

Freezing 

 

 

 

SA 
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TA 

 

  

Flickerin

g 

 

 

 

Table 49 

QoE 

Metric 

(highest 

differenc

e only) 

Test1 Test2 Test3 

Rate = 2Mb/s 

Blocklos

s 

   

Freezing 

 
 

 

SA 

 

  

TA 
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Flickerin

g 

 

 

 

Table 50 

QoE 

Metric 

(highest 

differenc

e only) 

Test1 Test2 Test3 

Rate = 4Mb/s 

Freezing 

 

 

 

Flickerin

g 
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19 ANNEX H 

In this section an examination and in-depth analysis of available options 

were the capabilities to dynamically change radio conditions and bandwidth 

limitation as well as its influence on Linux’s kernel is presented. Below most 

promising options considered are shown:  

1. Extracting QoS statistics (OWD, THP, LOSS) directly from csv files and 

adjusting NETEM setting for each packet – i.e. “brute force” method. 

Minimizes software demands regarding the process of preparation CSV 

results but requires very intense controlling process.  

2. A simple rate/delay enforcement through thresholding mechanism 

(engineering approach) - minimizes the number of enforcements while 

measured delays statistics were equal or below a given level (operatively 

called "max delay in distributions" threshold).  

3. NETEM „custom distribution” approach – using a procedure which 

enables defining a user-distribution based on the source data file. As a 

result, one could create a "custom delay" distribution which should be 

able to recreate delay metrics of measured conditions. Unfortunately this 

works for delay only.  

4. trace based OFDM network emulation “TBONEX” - we assume that 

TBONEX has:  

• OFDMA scheduler able to assign QoS for different users including:  

• QoS classes of service scheduling  

• priority  

• max/min bandwidth available  

• requested bandwidth  

• chart-driven approach which means that we can define QoS metrics 

(by customizing users’ privileges and activity) based on charts gained 

from earlier, real life measurements.  

5. Using multi-staged custom distributions to recreate a trace - this approach 

involves thorough statistics analysis of traces and then building 

mathematical model (based on such distributions). By creating a model, 

we create a feed generator which forms statistics of QoS metrics 

variability (OWD, LOSS, THP) stochastically.  

6. In-house implementation of HARQ system - it would be ideal approach 

to control emulator by 1-2 parameters which would be "delay" and "loss". 

This would automatically affect throughput metrics.  
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19.1 EVALUATION OF OPTIMAL APPROACHES TO NETWORK 

DISTURBER  

In order to efficiently emulate 4G/5G network traffic, chosen approach 

specifically requires a set of capabilities from the emulation tool to playback one-

way delay (OWD), IP packet loss rate (LOSS) and IP packet throughput (THP) 

values dynamically from the measurements of the real network. Such 

requirements cause different challenges and issues that need to be considered to 

create reliable bandwidth emulation mechanism. Given the requirements mention 

above related to the ability to dynamically adjust and inject radio conditions 

including OWD, THP and LOSS, author considered it necessary to create 

dedicated tool that would be able to set dynamic bit rate option as well as other 

required properties including delays and packet losses in a dynamic manner as 

well e.g. per TDMA frame. 
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20 ANNEX I 

20.1 VALIDATING  EMULATOR WITH IP CAMERA (SERIES 1) 

The tests with IP camera connected in place of the Server node (Figure 55) were 

performed in this section. The camera provided the 1Mb/s video feed. The tests 

considered various scenario settings: “no emulation”, “emulation without a replay 

scenario”, “emulation with delay ramping-up”. The most crucial QoE statistics 

were evaluated. The detailed steps of Test A were collected in the Annex F. The 

separate figure for Freezing is missing due to the fact that there was no freezing 

during the tests. 

 

Figure 132 Blockiness metrics comparison between test cases 

 

Figure 133 Blockloss metrics comparison between test cases 

In next round of tests (Test B) the various scenarios were replayed during 

20mnute session. This way we are dealing with the different flavours of scenarios 

(or rather radio conditions) - “good/stable” (UTP Parking, Choszczno 

Stationary), “more extreme” (Choszczno Mobile), and average (UTP Walk). The 

detailed settings of the test B are indicated in Annex F.  

 

Figure 134 Blockiness metrics comparison between test cases 
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Figure 135 Blockloss metrics comparison between test cases 

 

Figure 136 Freezing metric comparison between test cases 

It is worth noticing that QoE for all the three parameters Blockiness, Blockloss 

and Freezing represents low quality, during the second scenario - which should 

instead provide highest quality of observations. After performing next series of 

tests (see Section 20.2) but with different tests of the TBONEX it has been figured 

out that the problem was connected with the “smoothing of delays” which is a 

feature provided by the emulator in order to improve the injection of delays at the 

Linux traffic control level. The above mentioned results proven that in reality 

such feature does not help in replaying the wireless channel dynamics reliably. In 

fact in this scenario the delays were the “smoothed” because they were most 

stable, but the smoothing mechanism implementation anyways proved to be too 

ineffective. After turning it off the freezing was completely removed.  

20.2 VALIDATING UDP/TCP USE IN TESTS (SERIES 2) 

Presented below are the results from simpler measurements, which aimed at 

testing the impact of using Server node to transmit videos over UDP and TCP. 

All measurements lasted 4 minutes, and were made without emulation (marked 

C), or using a simple script for emulation (labelled D) where we have introduced 

variable distributions in the form of:  

• “no distribution” > N(50ms,  30) > N(50ms, 50) > N(50ms, 80)  

• where the Ν(x,y) function denotes the Gaussian function for delay 

distribution - with x meaning the mean and y - variation in milliseconds. 

with minute duration each. The same tests were performed for the UDP and TCP 

- using VLC to replay videos on the receiver side. It can be seen right away that 

in the tests with no emulation there was no freezing at all (thus freezing figures 

are not presented). Also it has been found that the QoE difference between 

scenarios with UDP and TCP is negligible. The latter fact was also confirmed by 
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observing video playback during tests.  

Table 51 Summary of tests validating the influence of delay distribution 

Protoc

ol 

Blockine

ss 

Blocklo

ss 

Freez

e 

TCP-C 0,88 2,479 0 

TCP-D 0,878 2,639 0,043 

UDP-

C 
0,876 2,467 0 

UDP-

D 
0,879 2,549 0,044 

(A) Test1 

Protoc

ol 
Blockine

ss 
Blocklo

ss 
Freez

e 

TCP-C 0,818 1,307 0 

TCP-D 0,817 1,752 0,183 

UDP-

C 
0,818 1,395 0 

UDP-

D 
0,801 3,599 0,023 

(B) Test2 

Scenario 
Average 

Blockiness Blockloss Freeze 

1Mb/s 0,742 2,100 0 

2Mb/s 0,818 1,307 0 

Test3 verifying the difference in QoS for the two stream rates: 1Mb/s, 2Mb/s 

20.2.1 Validation of the “delay smoothing” feature of TBONEX 

(Series 3) 

In this test we have repeated the settings from  series 2 but with the focus on delay 

smoothing to validate how it influences the QoE readings at the receiver. Tests 

were compacted in the table below. The averaged results  clearly show that 

turning this feature on, complicates the issues with packets reordering and 

eventually the player is not able to properly decode the video stream. This results 

in at least freezing to become apparent.  

Table 52 Test4 - Emulation with/without the delay smoothing option enabled 

Scenario 
Average 

Blockiness Blockloss Freeze 
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Emulation with delay smoothing 0,833 1,408 0,104 

Emulation without delay smoothing 0,829 1,217 0 

20.2.2 Validating emulation with both rate and delay enabled  

The next step in validating the TBONEX emulation, the complete set of 

actuations, including delays (as in previous tests) and rate, were enforced 

together. To perform tests the two traces were used - UTP Parking and Choszczno 

Mobile, so the average variation and extreme link variations (see Table 33). This 

time focus was on the comparison of QoE metrics between the two - different - 

scenarios but for the full emulation.  

Table 53 Comparison of QoE between (with delay smoothing) 

UTP Parking Choszczno Mobile 

  

  

  
 

It can easily be seen in the table Table 53, that results for Choszczno Mobile 

resemble the case of UTP Parking, the only difference is in the number of freeze 

events. The reason here is that due to more variable channel in the case of 

Choszczno the delay smoothing mechanism takes almost no effect due to 

intensity of “actual” distribution. This way this case does not exhibit such intense 

freezing as in the case of “seemingly” better wireless link in the UTP Parking.  

Table 54 Comparison of QoE statistics 

Scenario Blockiness Blockloss Freeze 

UTP 0,824 1,296 0,384 

Choszczno 0,835 1,728 0,243 

 
The table above shows that freeze events are present in both scenarios but their 
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average is higher in case of UTP Parking.  

20.3 VALIDATING THE RESOURCE CONSUMPTION OF 

VIDEO PROCESSING AT THE VIDEO STREAMING 

SERVER 

In order to identify the sources of video disruption at the transmitter node we have 

performed number of tests that aimed at identifying the source of disturbance. 

The components we have evaluated were: VLC player, TR Streamer, FFMpeg. 

In order to compare the QoE of the video captured utilizing various combinations 

of the tools in chain we have utilized QoE Probe SW. In order to figure out which 

one is the source of problems we have designed three tests: 

• Test1: Source_video > QoE_Probe 

• Test2: Source_video > VLC > QoE_Probe 

• Test3: Source_video > FFMpeg > TR Streamer > QoE_Probe 

The source video we have used was captured using external IP camera but with 

different target rates: 1Mb/s, 2Mb/s, 4Mb/s. The video was captured with camera 

pointed at local street with some minor car traffic on it. The computer we have 

used was laptop with i5 CPU and desktop with i7 CPU. Original frame rate of the 

video is 30 fps. The detailed measurements behind this section are collected in 

the Annex G. To summarize the findings collected in the annex, it can be 

concluded that: 

• Test3 is the most challenging one - Freezing increases as well as Flickering 

• The higher the rate the more Freezing is introduced - this shows the lack of 

processing resources at the host computer 

• The higher the rate the less metric is different between tests. 

After notifying these differences it was decided to compare various metrics on 

two computers: laptop (i5) and desktop (i7). The averaged results are shown in 

the figures: Figure 137, Figure 138. The metrics where there was no difference 

regardless of the computer type are excluded for brevity.  
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Figure 137 QoE metrics for various bitrates and computing power of the node (Desktop) 

- LINK 

 

Figure 138 QoE metrics for various bitrates and computing power of the node (Laptop) 

It can easily be seen that (a) 1Mb/s video was worse regarding the blockloss for 

both computers. Freezing was not identified for stronger machine. The higher the 

video rate the less blockloss. Blockiness increases (improves) more significantly 

with the video rate, and only minimally for more powerful machine. In addition 

to these averaged results it has to be noted that the 4Mb/s video on Laptop was 

slowed-down due to lack of appropriate level of resources. The human operator 

also highlights that using the Desktop computer the overall quality perceived was 

significantly improved compared to the same tests with laptop (although the 

averaged values of the metrics may not reflect it that clearly). In addition utilizing 

the Desktop for 4Mb/s video removed the extreme consumption of CPU (from 

400% in case of laptop to just 180% for desktop).  

file:///C:/Users/adamf/Mój%20dysk/PhD%20-%20CAC%20in%20future%20wireless%20networks/Figures/QOE_vs%20Desktop%20Laptop.xlsx
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20.4 VALIDATING THE INFLUENCE OF TCP USE (INSTEAD 

OF UDP) WITH FULL EMULATION  

In these tests we were interested in the influence on video quality (QoE) when 

using TCP protocol in delivery of video streams. The test assumed video streamed 

from camera (same as tests above) with the 1Mb/s average rate. Video was shoot 

over the outdoor location with low spatial activity. The emulator was used with 

both parameters enforced: delay and rate. Due to previous findings the “delay 

smoothing” was disabled, not to disturb quality. Two wireless scenarios were 

used in emulated mode (UTP and Choszczno), in addition for comparison of 

delivering the same video but through the real 4G network with high quality 

channel was performed. The results are presented in Figure 68 - the metrics for 

which results doesn’t differ significantly are removed for brevity. It should be 

noticed that only 6 metrics are reasonably different between scenarios.  

Table 55 Comparison of emulator with field test results (Greenpacket) 

UTP Parking  

(Emulated) 
Choszczno Mobile 

(Emulated) 
Greenpacket - stationary 
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The interesting findings which are important for the evaluation of the emulator 

are that: 

• Behavior of QoE metrics between “UTP Parking” and the use of real 

modem - Greenpacket is very similar. Which should be the case as both 

cases were captured at similarly good radio conditions. 

• The freezing (after disabling the “delay smoothing” in TBONEX) is not 

happening in both scenarios: UTP, Greenpacket, which means that reality 

and emulation produce satisfactory results. Similarly for Flickering the 

Greenpacket (real network measurement) and the UTP Parking trace 

(emulation) behave almost the same with respect to QoE metrics. 

Meanwhile the “Choszczno mobile” is visibly worse for the quality of 

the video.  

• What is interesting (and unsatisfactory for real modem) is that Blockloss 

experienced with video delivered over Greenpacket is much worse (5:1 

increase) than the one tested with emulated scenario.  

20.5 VALIDATING MCATS  

In the example case where above script would be used to adjust resolution of the 

transcoded image (i.e. “size” parameter) the following effects to the transcoder 

output rate are observed.  
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Figure 139 Comparison of video bitrate adaptation based on the controller logic 

It can be seen that the green line “reacts” to the requests from controller that is 

triggering Transcoder to assure particular value of output data rate of the video it 

takes on input. This proves that when instructed by the monitoring of the “Radio 

stats” element which can similarly consume the “outputs of the emulator” and 

requests optimizations from the transcoder to keep the level of QoE at targeted 

level. The transcoder methods that are utilized within the framework are 

described in Annex D. 
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